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Microscopy is one of the oldest biological research techniques, and yet it has lagged behind other methods in adopting the statistical, quantitative, and automated approaches that characterize biology in the age of systems biology. However, work performed over the past dozen years has begun to make biological imaging, especially fluorescence microscopy, a suitable tool for large-scale, systematic, and automated studies of biological processes. The need for computational analysis of biological images is driven in part by the advent of automated, high throughput microscopes, but the significant limitations of visual analysis of biological images is an equally important factor. The goal of the field of bioimaging informatics is to enable the direct extraction of assertions about biological events from images or sets of images so that these assertions can be integrated with those from other biological methods into comprehensive models of biological systems.

The chapters that Jens Rittscher, Raghu Machiraju, and Stephen T. C. Wong have assembled in this book describe the range of methods used in bioimaging informatics and provide the reader with both an introduction to the challenges of the field and the current state of the art in addressing those challenges.

The book begins with four introductory chapters on microscopy, fluorescent probes, and basic image processing. The next 12 chapters review work from the authors’ groups in the context of particular goals but from which two broad themes emerge. The first theme is recognizing patterns using both supervised and unsupervised methods from images from sources as varied as high-throughput screen, histochemistry, and whole embryo imaging. The second theme is analyzing spatiotemporal dynamics for processes with time scales as varied as organelle movement and cell cycle progression. The need for approaches to combine analysis results from different methods and channels is also addressed.

The last four chapters of this book focus primarily on a different task: the reconstruction from an image set (which may include images from different modalities) of an adequate model describing the original sample. The first two of these chapters focus on neuronal images, and the last two chapters focus on bridging microscopy with larger-scale imaging modalities such as magnetic resonance imaging.

This book should be valuable both to readers familiar with biology and microscopy, but lacking knowledge of current image informatics methods, and to those familiar with image analysis, but seeking challenging new applications.

The field is in its infancy, but the challenges and opportunities make it one of the most exciting in all of biomedical research. It is hoped that this book
will stimulate the reader to contribute to realizing the potential of bioimage informatics for understanding complex biological processes and behaviors.

Robert F. Murphy
Ray and Stephanie Lane Professor of Computational Biology
Carnegie Mellon University
Pittsburgh, Pennsylvania
July 2008
Advances in the microscopy of living cells, small organisms, and tissues have changed life science research. Modern microscopy has developed from a convergence of advances in cell manipulation, probe chemistry, solid state physics, electronics, optics, and image analysis. Today, fluorescence markers suitable for live cell imaging are readily available. Not only is it possible to image biological structures in three dimensions by tagging particular proteins, but it is also possible to monitor a variety of biological processes occurring in cells and tissues. State-of-the-art microscopes enable us to record such biological processes at extremely high spatial and temporal resolutions.

Optical microscopy enables the determination of the structure within a cell and the location of specific molecules within a cell. More importantly, these insights are obtained with relatively less sophisticated instrumentation than other forms of microscopy, especially those relying on electron tunneling methods. More recently, certain protocols of optical microscopy provide more than structural information. Various subcellular properties and events, as manifested through the presence and interaction of certain molecules, can also be determined through the use of chemical and biological probes.

Important application areas include cancer research, toxicity screening, digital pathology, and neuroscience research. All of these applications require an in-depth understanding of the biology, the probe chemistry, the underlying imaging physics, and the associated analysis of images. It is clear that new breakthroughs in this rapidly emerging field will only be accomplished through effective interdisciplinary research. Automated state-of-the-art microscopes enable researchers to acquire data that can no longer be analyzed manually. Such data sets pose a number of challenges that are very distinct from conventional clinical imagery in their size and abundance and the detail of relevant features and their statistics. Sophisticated algorithms are necessary to process such imagery and extract biologically relevant measurements.

This book presents an in-depth exploration of issues related to automated image analysis applied to life science applications. The primary aim of this book is to provide a bridge between the biomedical image analysis and bioscience communities. Striking a balance between an entirely self-contained presentation and a review of the state of the art in the field is always challenging. This book is divided into five major parts: Introduction, Subcellular Structures and Events, Structure and Dynamics of Cell Populations, Automated Tissue Analysis, and In Vivo Microscopy. The introduction consist of five chapters that are tutorial chapters. The remaining chapters cover a wide spectrum of examples illustrating the potential of biomedical vision algorithms.

While each of the chapters can be read independently, some of the image analysis concepts that are applied require an understanding of basic concepts such as
image segmentation and visual tracking. Rather than presenting a review of relevant algorithm and image analysis methods, this book presents techniques in a concrete application context. The biological background necessary to understand the specific technical challenges associated to each problem is included in the chapter. The content of each section is briefly described next.

Part I: Introduction

In Chapter 1, Gunjan Agarwal presents a brief but comprehensive overview of light microscopy. The various forms of microscopy, contrast mechanisms, and aspects of sample preparation techniques that are commonly employed for biological light microscopy are introduced.

A key aspect of fluorescence microscopy is molecular probes that enable the targeting of structural components and dynamic processes in living cells and tissues. In Chapter 2 Michael Davidson and his collaborators present a detailed overview of fluorescent probes. Throughout the chapter, the underlying chemical structure of such probes and associated fluorescent mechanisms are discussed.

The remaining three chapters of the introduction provide an overview of the necessary signal processing and image analysis tools that are necessary to examine and quantify acquired fluorescent microscopy images. Jelena Kovacevic and Gustavo K. Rohde present a summary of computer-aided-image analysis tools and tasks for microscopy in Chapter 3. This chapter is structured around mathematical tools and concepts that hold great potential to advance the state of the art for automated artifact removal and information extraction.

Michael Unser and his collaborators present an introduction to fluorescence microscopy in Chapter 4. This chapter puts the current developments into a historical perspective, clearly formulating the main challenges that need to be addressed while highlighting possible future perspectives in this field. In addition, it describes a broad and comprehensive framework for capturing the multitude of geometric structures and their dynamic behavior at both cellular and subcellular levels. It also emphasizes the need to build scalable algorithms, given the ever-increasing size of datasets. These datasets pose a number of challenges that are very distinct from conventional clinical imagery in their size and abundance, the detail of relevant features, and their statistics.

The goal of the FARSIGHT concept, developed by Badri Roysam, is the formulation of a unified approach that captures the richness of such data sets. Chapter 5 presents an overview of this approach and illustrates how computational models can be applied to establish associations among cellular compartments, surfaces, and functional markers.

Part II: Subcellular Structures and Events

The first group of chapters highlighting the application of advance image analysis tools focuses on the analysis and measurement of subcellular structures and events. In Chapter 6, Hanchuan Peng addresses the analysis of in situ gene expression pattern images obtained from the use of specialized mRNA probes. The goal
is to utilize pattern recognition as an important source of information towards understanding the functions of genes required for the development of various organisms. Automated image analysis methods are applied to build image informatics tools that analyze the spatial-temporal patterns of gene expressions during embryogenesis of Drosophila melangaster (fruit fly). The end results of the analysis are appropriate ontological annotations of expression patterns.

Techniques for probing intracellular dynamics in living cells using optical methods are still very crude. The large number of small moving particles complexity of particle interactions pose significant challenges. In Chapter 7 Jérôme Boulanger and his associates present a general estimation and simulation framework that allows the modeling of image sequences depicting the motion of small regions as complex motion patterns that, in turn, are manifestations of intracellular dynamics and trafficking in biology.

Immunofluorescent methods that allow the staining of a single tissue section with an entire set of different protein biomarkers are beginning to emerge. In Chapter 8, Ali Can and his associates review how such a new staining technique enables multiplexing a large number of markers in a single tissue. They illustrate how specialized image analysis methods enable the quantification of the expression levels of different markers. By extracting the expressions in different subcellular compartments, these techniques allow one to gain insight into unexamined relationships between spatial locations and various protein-protein interactions. Preliminary data certainly demonstrates the value of automated fluorescence-based image analysis when used on clinical studies of breast and lung cancers.

Supporting large screenings of RNA interference experiments and small molecule screenings is the focus of Chapter 9. Thouis R. Jones and his associates present methods for automatic image cytometry. Developing methods for illumination normalization, foreground/background separation, and cell segmentation that work robustly on thousands of images acquired with a high-throughput robotic microscope is challenging. The authors describe how the CellProfiler system, which is available as open source software, can be applied for making discoveries about cellular processes, genetic pathways, and drug candidates.

Part III: Structure and Dynamics of Cell Populations

Computerized video time-lapse microscopy enables the monitoring of cell populations over extended periods of time. While some of the introductory chapters have already touched on the subject, Chapters 10 through 13 focus on the analyses of the dynamics of cell populations and cellular functions. In Chapter 10, Auguste Genovesio and Jean-Christophe Olivo-Marin present a detailed introduction to various stochastic methods for cell tracking. Specific examples demonstrate how certain algorithms work thus highlighting their advantages. They demonstrate how these visual tracking methods can be used to automatically track biological particulate material as manifest in 3-D+time sequences. Analyzing such datasets is a major challenge and constitutes a major bottleneck for the full exploitation of multidimensional microscopy sequences that documents studies of biological object dynamics.
Chapters 11 and 12 are closely related as both author groups study the cell cycle of a large cell population on a single cell level. Nathalie Harder and her associates introduce in Chapter 11 a computational scheme to automatically segment, track, and classify cell nuclei into different mitotic phases. This work is carried out within the European Union project MitoCheck, which aims to explore the coordination of mitotic processes in human cells at a molecular level and to contribute towards the revealing of mechanisms of cellular development. The results demonstrate that the proposed analysis system reliably classifies cells into the seven mitotic phases.

Dirk Padfield and collaborators expand on the topic in Chapter 12 by applying automatic image analysis algorithms to extract information on the cell cycle progression through the interphase, which is divided into G1, S, and G2 phases, of each cell using a cell cycle phase marker. Among other applications, this is necessary for studying the effect of inhibitor compounds that are designed to block the replication of cancerous cells. Hence, this technique holds the promise of allowing a more detailed study of the distribution of cell cycle checkpoints and perturbations. Label-free imaging of cellular systems is an important topic and highly relevant for many practical experiments. Many molecular markers that are used as nuclei stains have toxic side effects and consequently perturb the living cells. In Chapter 13, Xiaoxu Wang and his colleagues present algorithms that enable the automatic segmentation and cell counting in phase contrast images. Due to the low contrast that exists in the image intensity across membrane boundaries, this is a very challenging task. More importantly, the proposed methods show how computerized image analysis techniques can eliminate the need for fluorescent markers.

Part IV: Automated Cellular and Tissue Analysis

Going beyond analyzing individual cells, Chapters 14 through 17 present applications that relate to the structure and organization of tissues. Chapter 14 is the presentation of the Digital Fish Project written by Sean G. Megason. Rather than presenting particular algorithmic approach, this chapter highlights how imaging can play a crucial role in this study of systems biology. The goal is to understand how multiple components of a biological system interact to give rise to the function of that system. These components can include metabolites, genes, proteins, cells, and even whole organisms. Because imaging can provide anatomical landmarks as well as data that is single cell, longitudinal, and quantitative, it can provide salient and key insights that will expand our current understanding of such systems. The subject of the Digital Fish Project is a tropical fish called zebrafish (Danio rerio). The embryos and larvae of such fish are transparent, allowing the entire embryo to be imaged with in vivo optical microscopy. The goal of in toto imaging is to image every single cell in a tissue and eventually image the entire embryo as it develops over time. Chapter 14 promotes the concept of open data and interested researchers can access the data and contribute to its analysis.

The main goal of the work presented in Chapter 15 by Kun Huang and his collaborators is the 3-D reconstruction of tissue sections, for example, mouse placenta organ, from a set of histology sections. As it is not possible to acquire such
datasets with confocal microscopy, the challenge of sparse sampling needs to be overcome to reconstruct and analyze such datasets. New algorithms for image segmentation, registration, visualization, and quantization are necessary to address such challenges. This work is part of a mouse model phenotyping, which aims to study the roles of tumor suppressor genes in the regulation of normal cellular processes. This chapter is another example how the increased use of both histology and tagged confocal images and subsequent analyses provide more insight into fundamental mechanisms of developmental and cancer biology. Chapters 16 and 17 are closely related since both author groups study neural morphology which is broadly affected by age, genetic diseases such as Down’s Syndrome, and degenerative diseases such as Alzheimer’s disease. In Chapter 16, Ioannis A. Kakadiaris and his collaborators present a fully automatic system for the reconstruction of neuronal morphologies from multiphoton microscopy data. The goal of their work is to enable morphological-guided functional imaging and to create an entire library of such neuron morphologies. The proposed methods are general and make no prior assumptions about the shape of tubular structures.

Firdaus Janoos and his colleagues describe the 3-D reconstruction and classification of dendritic spines. The emphasis is on the use of computer graphics techniques that are best used on surface meshes. The advantage of such methods is that they are amenable to verification and validation. The data is obtained from a confocal microscope.

**Part V: In Vivo Microscopy**

In order to understand the full complexity of biological systems it is desirable to study such systems in vivo and in situ. Additionally, it is necessary to establish and explain the images that are acquired on a microscopic scale in the context of higher-resolution images that are typically acquired using magnetic resonance imaging, ultrasound, or computed tomography (CT). Both of these requirements pose significant challenges for images acquisition and are the subject of ongoing and future research. Chapters 18 and 19 present examples of such efforts.

In Chapter 18, Zheng Zia and associates presents an approach to in vivo molecular small animal imaging. Small animals are often used as surrogates for humans in the study of normal and disease states. As it is now possible to introduce genetic mutations identical to those commonly found in human cancer tissue into the endogenous murine gene locus, the physiological relevance of such small animal models has dramatically improved. This chapter introduces optical imaging methods for small animal studies and describes a new multimodality fusion method that combines 3-D fluorescence molecular tomography and CT images to improve the overall information content.

The principle of fibered confocal microscopy is introduced in Chapter 19. This new imaging technology raises several new image processing and image analysis challenges that cannot readily be addressed by using classical approaches. Tom Vercauteren and colleagues present several tools that increase the relevance and utility of such datasets. One of these tools enables, for example, the analysis of the behavior of blood cells and vessels in situ. By applying image sequence mosaicking,
they effectively widen the field of view of the system and bridge the gap between
the microscopic and macroscopic scales.

This field is, as Robert F. Murphy concludes in the foreword to this book, still
in its infancy. The work presented here demonstrates that biomedical image analy-
sis can enhance our understanding of complex biological processes and behaviors.
This book project was initiated by a series of workshops, Microscopic Image Anal-
ysis with Applications in Biology (MIAAB). As this is a new and rapidly developing
field, there are naturally a number of forums that focus on various aspects of mi-
croscopic image analysis and its applications. However, it has become abundantly
clear that strong interdisciplinary collaborations are necessary to exploit the po-
tential of image analysis methods. We are already seeing examples of discoveries
that otherwise would not have been possible. While algorithm developers need
to learn how certain specific application-related challenges can be addressed, it is
imperative that researchers in the life sciences develop a good understanding of
what advantages these technologies can offer. The goal of this book is to facilitate
this exchange and contribute to an increased collaboration between these fields.
The presentation of the applications is certainly not complete, and this volume is
a presentation of selected examples as opposed to an encyclopedic review of the
state of the art, but we hope that this book contributes to achieving this goal.
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CHAPTER 1

Introduction to Biological Light Microscopy

Gunjan Agarwal

1.1 Introduction

The aim of this chapter is to give a quick overview of light microscopy and its applications for biological samples. Our goal is not to give a detailed overview of microscopy and the underlying hardware design, as several excellent texts (cited in the references) are available for this purpose. Instead, we introduce the reader to the various forms of microscopy, contrast mechanisms, and sample preparation techniques commonly employed for biological light microscopy. We conclude with the common sources of artifacts and noise in light microscopy and discuss future trends in biological light microscopy. The reader should note that more details can be found in Chapters 3 and 4.

1.2 Need for Microscopy

The human eye, though profound in its capacity as a sense organ, is limited in several aspects. It can only detect wavelengths in the visible range, namely 400 to 750 nm, and can perceive contrast, “C,” only as differences in intensity given by:

\[ C = \log_{10}(I_1/I_2) \]

where \( I_1 \) and \( I_2 \) are the intensities of two regions in the image formed. The resolution of the human eye is limited to \( \sim 0.1 \) mm, and our eyes are insensitive to the state of polarization or phase differences in light.

The microscope is a device that helps us overcome these limitations of the human eye by enabling us to visualize objects normally not possible by the unaided human eye. Principally, a good microscope achieves this by increased magnification, contrast, and resolution in the image of the object formed.

These days a number of different probes can be used to perform microscopy, such as light waves, electron waves, or physical probes as in scanning probe microscopy (SPM) techniques. In addition, these probes can either be used to scan the sample, as in scanning microscopy techniques (laser scanning microscopy, scanning electron microscopy, SPM) or, in the case of wavelike probes, be made to transmit through the sample, as in transmitted light microscopy or transmitted electron microscopy. These microscopic techniques enable us to visualize and study an entire gamut of micro- and nanoscale objects ranging from tissue sections and cells to single molecules and nanoparticles (Figure 1.1). The past few decades have witnessed a sharp rise in the advancement and application of microscopic techniques for study of biological samples, with innovations in microscope design, sample prepa-
Introduction to Biological Light Microscopy

Figure 1.1 Microscopic techniques enable us to visualize objects such as cells, microorganisms, and macromolecules, which are much beyond the resolution limit of the unaided human eye. (TEM: transmission electron microscopy; AFM: atomic force microscopy.)

1.3 Image Formation in Transmitted Light Microscopy

Since its origin as a simple microscope (consisting of a single lens) more than five hundred years ago, followed by the development of the compound microscope around 1600 by the Janssen brothers in the Netherlands and Galileo in Italy, light microscopy equipment has come a long way from what is known today as the modern compound microscope [1]. The compound microscope consists of number of elements; the principal ones are the illumination system, conditioner, condenser, specimen, objective, image filter, eyepiece, and the detection system, as illustrated in Figure 1.2. The microscope is defined by two sets of conjugate planes known as the field planes and the diffraction planes. Each set of planes needs to be correctly aligned along the microscope axis to ensure proper sample illumination, image
formation, magnification, and contrast. The standard procedure for aligning the light microscope is called Koehler alignment [2].

The physical principle behind image formation for transmitted light microscopy is diffraction. As illustrated in Figure 1.3(a), when light of wavelength $\lambda$ is incident on an object at an angle $\theta$, it can get diffracted if the object consists of features of size $\sim d$, defined as:

$$d \sin \theta = m\lambda$$

where $m$ is the order of diffraction maxima formed. It is the interference or superposition of diffraction patterns arising from various features in the object that give rise to contrast in the image. How are the diffraction patterns made to interfere? Here comes the ability of the objective lens, positioned right after the sample, that collects the “nearly parallel” diffracted rays and makes them “interfere” at its back focal plane. So if one looks at the back focal plane of an objective lens, one would indeed find just the diffraction pattern of the object—see Figure 1.3(b). How complex and true the diffraction pattern is will depend on the ability of the objective lens to collect the diffraction pattern of higher orders. This ability of the lens is also called its numerical aperture (NA), defined as follows:

$$NA = n \sin \alpha$$
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Figure 1.3 (a) Diffraction of light by a slit of width \( d \ (d \leq \lambda) \) results in a diffraction pattern on a screen characterized by maxima and minima governed by the equation \( d \sin \theta = m \lambda \), where \( m \) is the “order” of the diffraction maxima. Note that the central undiffracted beam \((m = 0)\) has the highest intensity, and the intensity of the diffraction maxima decreases significantly with increasing values of \( m \). (b) Microscopic images of mouse fibroblast cells acquired using (top) a high NA, 63x and (bottom) a low NA, 20x objective. On the right is the corresponding Fourier transform (FT) of these images. Note the more complex FT for 63x objective as compared to 20x, demonstrating that a larger NA lens can acquire diffraction patterns of even higher orders. This complex diffraction pattern when reconverted to its real image (as on the left) helps in resolving the details in the object.

where \( n \) is the refractive index of the medium of the lens and \( \alpha \) is its half angle of illumination.

That the objective lens collects nearly parallel diffracted rays and makes them interfere underlies the condition of what is called **Fraunhofer diffraction** in wave optics. In this case, the diffraction pattern is the Fourier transform of the object. Concepts like **spatial filtering** can therefore be used on this object diffraction pattern formed at the back focal plane of the objective to select or block certain spatial frequencies in the image formed [3].
Image formation in the microscope results due to progression of light rays from the diffraction maxima (at the back focal plane of the objective) and their interference at the real intermediate image plane (RIIP) to form a “real” image of the sample (Figure 1.4). In fact, the interference pattern formed at the RIIP is again a Fourier transform of the diffraction pattern of the object, or in other words a real image conjugate to the object. Therefore the object plane and the RIIP belong to the same set of conjugate field planes as described in Figure 1.2. In transmitted light microscopy, the illumination light is often modified or “conditioned” by means of special optical elements to achieve better contrast. Such conditioning elements are placed at the condenser focus, and their “conjugate” element at the objective focus. The conditioning and the conjugate elements together help in enhancing the “interference pattern” of the diffracted rays, which is further described in Sections 1.4 through 1.7.

1.4 Resolution, Magnification, and Contrast in Microscopy

As discussed earlier, while a high NA is essential for generating as true a diffraction pattern as possible, the NA also governs the resolution and contrast in microscopy. The minimum distance $d$ resolved by a microscope is defined by the Rayleigh’s criterion of resolution given by

$$d = 0.61 \frac{\lambda}{NA}$$

when $NA_{cond} \geq NA_{obj}$ (as in fluorescence or dark field microscopy), and

$$d = 1.221 \frac{\lambda}{(NA_{cond} + NA_{obj})}$$

when $NA_{cond} < NA_{obj}$ (as in bright field, DIC, or phase contrast microscopy). $NA_{cond} < NA_{obj}$ are the numerical apertures of the condenser and objective, respectively.

![Image formation in transmitted light microscopy](image)

**Figure 1.4** Image formation in transmitted light microscopy occurs by diffraction of light by the specimen, collection of the diffracted rays by the objective, formation of the object diffraction pattern at the lens focus, and formation of the real image by further propagation of the diffraction rays.
Two objects are defined to be resolved if the central (0th order) diffraction maxima of one object overlaps with the first diffraction minima of the other object in the image plane. For objects of sizes below this resolution limit \((d \sim 260 \text{ nm})\) such as single molecules or subcellular features, even though certain contrast mechanisms (e.g., dark field) may enable one to visualize these objects, it is nearly impossible to ascertain their correct dimensions.

Besides the lateral resolution defined previously, the microscopic image also has a finite z-resolution or depth of field, \(Z\), given by:

\[
Z = \frac{n \lambda}{\text{NA}_{\text{obj}}^2}
\]

where \(n\) is the refractive index of the medium between the lens and the object. \(Z\) defines the distance along the axis of the lens where the image is in “focus,” or in other words it is the thickness of the image plane itself.

The magnification \((M)\) is a property of the lens and is dependent on the distance of the object from the lens \((d_o)\) and its corresponding image distance \((d_i)\).

\[
M = \frac{d_i}{d_o} \text{ or } M = \frac{f}{(d_o - f)}
\]

In microscopy, since it is necessary for the objective lens to form a real, magnified image of the object at the RIIP, \(d_o\) needs to be such that \(2f > d_o > f\). Magnification in microscopy results only from the lens(es) through which light diffracted by the object passing through, such as the objective and the eyepiece (Figure 1.2), and is given by

\[
M = M_o \times M_e
\]

where \(M_o\) and \(M_e\) are the magnifications of the objective and eyepiece lenses, respectively. In modern microscopes, the objective is often a combination of lenses (to remove aberrations and/or to achieve infinity corrected optics), and in such cases \(M_o\) will be the effective magnification resulting from that combination of lenses. It is the combination of the magnification and the NA of the lens that governs the brightness \((B)\) of the image:

\[
B \propto \left(\frac{\text{NA}/M}{M} \right)^2 \text{ (for transmitted light)}
\]

\[
B \propto \left(\frac{\text{NA}^4}{M^2} \right) \text{ (for epi-illumination)}
\]

Therefore, the selection of lens for microscopy will depend on the magnification desired, resolution, brightness, and the microscopic technique employed. Often for routine examination of cells or tissue sections, a 20x objective is fine whereas for studies involving subcellular features or protein polymerization, a high NA lens like the oil immersion 63x or even 100x would be the objective of choice.

Contrast in transmitted light microscopy can only be achieved in two ways: (1) exploiting the capability of the human eye to distinguish between different wavelengths (or colors), and (2) generating sufficient modulation in intensities in the image formed so that it is detectable by the human eye. Contrast can thus arise
from light absorption, reflection, spatial variation in refractive index, scattering, diffraction, birefringence, fluorescence, and similar optical phenomena, which are exhibited by specific components of biological samples. Control of image contrast in the microscope can depend upon proper setting of aperture diaphragms, degree of optical aberration, contrast mechanism employed, the type of specimen, and the characteristics of the detector. Though one can see that a high NA is beneficial for a high resolution, a high NA may be detrimental to contrast in microscopy, as it may also enable stray or nonparaxial rays to enter the lenses. Since lens design is usually based on the assumption that only paraxial rays (rays nearly parallel to the lens axis) enter the lens, the nonparaxial rays in high NA lenses are sometimes the cause for lens aberrations [2] like astigmatism and so on.

For achieving contrast through color, biological samples are often stained for color using dyes or antibodies that could be either chromophores for normal bright field microscopy or fluorophores for fluorescence microscopy. For unstained samples, the generation of contrast involves enhancing the interference contrast between the diffracted and undiffracted rays by means of a conditioning element and its conjugate, resulting in techniques like phase contrast, dark field microscopy, polarization, or differential interference contrast microscopy as described in the following sections.

1.5 Phase Contrast Microscopy

The phase contrast microscopy is the most popular method for studying unstained biological samples that are transparent, like live or fixed cells. Phase contrast is based on the principal discovered by Zernike that light diffracted by a non-absorbing object has a phase shit of $\lambda/4$ [4]. Thus, in phase contrast microscopy, by use of a special condenser annulus and its complementary phase ring, the amplitude of the central, undiffracted light that ordinarily passes through and around the specimen is reduced. These filters also introduce an additional phase shift of $\lambda/4$ in the undiffracted light—see Figure 1.5(a). The diffracted or scattered light that falls mostly outside the phase ring does not suffer any phase change. Thus, due to presence of phase plate, the resultant phase difference between diffracted light (by the specimen) and undiffracted light is $\sim \pm \lambda/2$. These diffracted and undiffracted light rays then interfere at the image plane forming well-defined maxima or minima resulting in an increased contrast in the image formed.

Phase contrast images are often characterized by halos and shadows, which are low-intensity images of opposite contrast formed due to some amount of the diffracted rays passing through the phase ring. The phase annuli do limit the working NA of the optical system to a certain degree, thus reducing resolution. Phase contrast does not work well with thick specimens (such as several layers of cultured cells) because shifts in phase occur from areas slightly below or slightly above the plane that is in focus. Such phase shifts confuse the image and distort image detail. Phase contrast works best for monochromatic (green) light.
1.6 Dark Field Microscopy

Dark field microscopy is achieved by blocking off the central undiffracted rays of light (for \( m = 0 \)) from reaching the objective and/or the image plane. Only light scattered (reflected, refracted, diffracted) by the sample appears in the objective and in the image. This can be achieved by a setup similar to phase contrast wherein the phase plate has an opaque region that completely blocks off the undiffracted, direct light—see Figure 1.5(b). Alternatively, dark field can also be achieved by means of special condensers, such as the Abbe’s dark field condenser, which uses a hollow cone of light for illumination and where \( \text{NA}_{\text{cond}} > > \text{NA}_{\text{obj}} \) [2]. The background in dark-field microscopy is therefore “dark,” and extremely high contrast is generated as scattered light from objects even below the limit of resolution can also be detected. The presence of single molecules and particles less than \( \sim 200 \text{ nm} \) in size can even be detected using this technique. However, for dark field microscopy, the specimen preparation and optical elements have to be very clean as any dirt/defect will also exhibit good contrast in the image. Second, darkfield illumination is less useful in revealing internal details in unstained samples.

1.7 Polarization Microscopy

This technique is based on use of polarized light, wherein the electric vector in the light wave is restricted to a specific plane. This is achieved by means of optical
components called polarizer made up of materials like calcite crystals. As shown in Figure 1.5(c), a polarizer kept at the condenser front focal plane will condition or polarize all incident light on the sample. The state of polarization can be detected by its conjugate element, the analyzer kept at the objective back focal plane. If the transmission axis of the polarizer and the analyzer are parallel, one can expect maximum intensity \( I_0 \) in the image plane, while if they are oriented at an angle \( \theta \), the resultant intensity (I) is given by the Malus law as

\[
I = I_0 \cos^2 \theta
\]

A good polarization microscope should have a nearly complete extinction of light when \( \theta = 90^\circ \) or the polarizer and analyzer are crossed. At this setting, any signals of increased light intensity would result from the properties of the sample to rotate the plane of polarization of the incident light, through properties called optical anisotropy or birefringence. It is often useful to have a rotatable sample stage for a polarization microscope to detect optical anisotropy in the sample. For quantitative analysis, specially designed compensator plates are used to determine the degree of optical anisotropy in the sample [2]. Polarization microscopy is useful for detecting the presence of optically anisotropic materials such as for visualization of microtubules in the mitotic spindle, chromatin within maturing spermatids, and the biocrystalline skeletal spicules in larval echinoderms [5].

### 1.8 Differential Interference Contrast Microscopy

Differential interference contrast (DIC) in some aspects is a combination of phase contrast and polarization microscopy. DIC relies on the presence of phase gradients in the sample, which can arise due to changes in optical thickness, the occurrence of edges or refractive index changes in biological samples. Specially designed DIC prisms (Wollaston or Normanski prisms), consisting of two geometrically identical quartz crystals with optic axis perpendicular to each other are utilized to shear the incident beam—see Figure 1.5(d). The resulting beam consists of sets of rays that are sheared spatially and have a different and definite phase differences between them before interacting with the specimen. This shear and phase shift is not constant for all the rays but differs for each pair of rays such that the incident beam on the sample consists of both a shear gradient and a phase gradient. The sample transmits and/or scatters the waves and introduces an additional phase difference between two sheared waves. Any change in refractive index, difference in optical path, chirality, or optical anisotropy can introduce a phase change between the sheared sets. The second DIC prism recombines the transmitted sheared beams, which can result in linear, circular, or elliptically polarized light emerging from the second DIC prism. The analyzer converts this emergent beam to linearly polarized light of various intensities that interfere at the image plane.

In DIC, optical path length gradients in the direction of wavefront shear are primarily responsible for contrast. Steep gradients in path length generate excellent contrast; regions having very shallow optical path slopes, such as those observed in extended, flat specimens, produce insignificant contrast and often appear in the
image at the same intensity level as the background. DIC images often display the pseudo three-dimensional relief shading, which can be excellent to study the surface topography of cells. DIC can also detect birefringence often present in biological samples. Phase contrast and DIC are the two most popular techniques for studying unstained biological samples and are often used in conjugation with video enhancement [6]. Table 1.1 lists their comparative strengths and limitations.

1.9 Reflected Light Microscopy

As the name suggests, reflected light microscopy is the method of choice for imaging specimens that remain opaque even when ground to a thickness of 30 microns. It is also often called the incident light microscopy or epi-illumination microscopy, as the illumination of the sample is from above. As shown in Figure 1.6, the objective lens serves as both condenser and the objective. Therefore there is no need to adjust the NA (of the condenser) when changing objectives. The aperture

Figure 1.6 Schematic representation of reflected light microscopy in an epi-illumination configuration. Besides the precondenser (PC), additional auxiliary lenses (AL) are used to direct the illumination beam to the half-mirror. By means of a half-mirror, which partly reflects (the illumination light) and partly transmits (the reflected light), the objective here serves as both the condenser and the objective. Compare the positions of the field and the diffraction planes here with that for a transmitted light microscope in Figure 1.2.
1.9 Reflected Light Microscopy

diaphragm controls the angle of light reaching the specimen (which is generally kept 60% to 95% open and is sample dependent). The magnification is defined in the same manner as transmitted light microscopy (i.e., it is a product of $M_o$ and $M_e$). Since the objective also serves as the condenser, oil-immersion lenses are less frequently used, the working distance is generally larger, and all objectives in a turret may have different parfocal distances. Most contrast mechanisms for unstained samples are easily achieved even in reflected light as described here:

**Bright field:** Absorption, reflection, or diffraction by the specimen can lead to readily discernible variations in the image (from black through shades of gray, or color).

**Dark field:** Reflected dark field is very valuable if one is looking for small height differences on a specimen or if the specimen has a lot of height differences. In reflected light, dark field will show the true color of the specimen better than bright field.

**Polarized light:** This is mostly useful in materials science when one needs to study bireflectance or bireflexion (i.e., the change in intensity of the light reflected from a sample [mineral] as it is rotated on the microscope stage in polarized light). This property can be considered analogous to *birefringence* for transmitted light where for the refractive index is dependent on the plane of polarization of transmitted light.

**Phase:** Phase specimens show little difference in intensity and/or color; their feature details are extremely difficult to distinguish and require special treatment or contrast methods for reflected light microscopy.

**DIC:** Slopes, valleys, and other discontinuities on the surface of the specimen create optical path differences, which are transformed by reflected light DIC microscopy into amplitude or intensity variations that reveal a topographical profile. Unlike the situation with transmitted light and semi-transparent phase specimens, the image created in reflected light DIC can often be interpreted as a true three-dimensional representation of the surface geometry, provided a clear distinction can be realized between raised and lowered regions in the specimen.

**Stereomicroscope:** The human eyes and brain function together to produce what is referred to as *stereoscopic vision*, which provides spatial, three-dimensional images of the objects surrounding us. This is because of the brain’s interpretation of the two slightly different images received from each of the retinas. The average human eyes are separated by a distance of approximately 64–65 mm, and each eye perceives an object from a somewhat different viewpoint that differs by a few degrees from the other. When transmitted to the brain, the images are fused together but still retain a high degree of depth perception. The stereomicroscope takes advantage of this ability to perceive depth by transmitting twin images that are inclined by a small angle (usually between 10 and 12 degrees) to yield a true stereoscopic effect. This is achieved by using an objective that forms the image at infinity. A telescopic eyepiece lens is used to focus the objective image to the eye; in fact, two eyepieces at slight inclination are used. Magnification is achieved by a zoom lens (hence stereomicroscopy...
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1.10 Fluorescence Microscopy

Fluorescence microscopy is different from the conventional transmitted light microscopy techniques described in Sections 1.4 through 1.7 in the sense that, as with the reflected light microscopy, the objective does not collect light transmitted through the sample. Fluorescence is the absorption of photons by a molecule (also known as excitation) followed by the emission of photons of higher wavelength than those absorbed. The path of light in fluorescence microscopy is therefore different from all other techniques discussed previously, principally because there is no illumination of the sample—only excitation of the sample. By using a specially designed filter cube consisting of a set of three filters—an excitation filter, a dichroic and a suppression filter—the excitation light after being incident on the sample is prevented from reaching the objective. Only the fluorescence or the emitted light from the sample is allowed to reach the objective, after which the principals of image formation apply as described in Section 1.2. It is interesting to note that fluorescence microscopy images in some sense are similar to those of dark field microscopy as the background, which is usually nonfluorescent as “dark.” But unlike dark field microscopy, even objects inside the specimen can emit fluorescence, and hence one can also observe internal details of the sample. It is imperative that fluorescence microscopy involves use of fluorescent probes capable of emitting light in the detectable visible range (usually defined by the filters used). For biological applications, three principal types of probes are used for fluorescence microscopy: dyes, quantum dots, and intrinsically fluorescent biomolecules [7], all of which need to be conjugated to specific biomolecules for analysis of their behavior, spatial or temporal distribution, and other processes. Table 1.2 summarizes the most popular contrast-generating microscopic technique based on the specimen type.

1.11 Light Microscopy in Biology

Biological samples fall into three main categories: single molecules, cells, and tissues. Because of the inherent resolution limit of light microscopy, the most extensively studied samples are cells (cytology) and tissues (histology). Isolated single molecules, though sometimes detectable by light microscopic techniques, are mostly beyond its resolution limits and are better suited for TEM or AFM examinations. Depending upon the type of samples to be examined, the light microscope can be used in one of the two settings: This first is the upright microscope, where the objective turret is fixed and the sample stage is adjustable along the microscope axis to enable focusing. This is especially desirable for high-magnification studies of samples contained on glass slides. The second setting is the inverted microscope, where the sample stage is fixed and the objective turret is moved along the microscope axis to focus the sample. This configuration is especially desirable for samples that may be affected by movement of the sample stage, such as cells kept...
### Table 1.2 Selection of Imaging Technique for Biological Specimens

<table>
<thead>
<tr>
<th>Specimen Type</th>
<th>Imaging Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transparent specimens and phase objects:</td>
<td>Phase Contrast (DIC)</td>
</tr>
<tr>
<td>Bacteria, spermatozoa, cells in glass containers, protozoa, mites, fibers</td>
<td></td>
</tr>
<tr>
<td>Light scattering objects:</td>
<td>Darkfield illumination</td>
</tr>
<tr>
<td>Diatoms, fibers, hairs, fresh water microorganisms, radiolarians, and so on</td>
<td>Phase contrast and DIC</td>
</tr>
<tr>
<td>Light refracting specimens: Colloidal suspensions, powders and minerals, liquids</td>
<td>Phase contrast DIC</td>
</tr>
<tr>
<td>Stained tissue, naturally colored specimens, hair, and fibers</td>
<td>Brightfield illumination</td>
</tr>
<tr>
<td>Insects and marine algae</td>
<td></td>
</tr>
<tr>
<td>Fluorescent specimens: Cells in tissue culture, fluorochrome-stained sections</td>
<td>Fluorescence illumination</td>
</tr>
<tr>
<td>Smears and spreads</td>
<td></td>
</tr>
<tr>
<td>Birefringent specimens: Mineral thin sections</td>
<td>Polarized illumination</td>
</tr>
<tr>
<td>Liquid crystals</td>
<td></td>
</tr>
<tr>
<td>Melted and recrystallized chemicals</td>
<td></td>
</tr>
<tr>
<td>Hairs and fibers</td>
<td></td>
</tr>
<tr>
<td>Bones and feathers</td>
<td></td>
</tr>
</tbody>
</table>

in dishes containing fluid media, and also to better access the sample chamber for perfusion, microinjection, and so on. Another advantage is that one can use high NA objectives that have small working distances even with sample chambers that do not permit approach from above by bringing the objective from below the sample.

Depending upon the microscope configuration used (upright versus inverted), contrast mechanism employed, and specifications of the objective and condenser lenses used, the samples may be prepared on glass slides and cover slips of defined thickness or on plastic or glass cell-culture dishes. Besides identifying the correct substrate/chamber for mounting the specimen, biological samples require special considerations for microscopic examinations.

Although isolated biomolecules typically fall below the limit of resolution of light microscopy, the contrast mechanism techniques described in Sections 1.4 through 1.7 are often able to resolve polymerization of biomolecules. Microscopy has enabled the study of polymerization kinetics, rheological properties, and even-protein-protein interactions for protein polymers such as actin by total internal reflection microscopy [8], microtubules by fluorescence microscopy and other techniques [9], sickle-cell hemoglobin by video-enhanced DIC [10], collagen by darkfield microscopy [11], or fluorescence microscopy [12]. For these studies, usually the purified solution of proteins at concentrations ranging from tens of micrograms to a few milligrams is kept in a sealed glass slide and diffusion, fluctuations, growth, or depolymerization mechanism and kinetics of the fibers formed are studied often through video-enhanced microscopy.
Cultured or isolated cells from plants or animal tissue can be readily examined using light microscopy. Since the cell samples need to be kept in their appropriate cell-culture media or buffer solutions, the inverted microscope is preferred for these studies. Microscopy of live cells involves specially designed chambers where the cells can be kept at desired temperatures (usually 37°C) and perfused with desired gases. It is often desirable to “fix” the samples in as lifelike a condition as possible. The fixation of cell samples usually involves use of a cross linking fixative such as formaldehyde, which binds the proteins and lipids together in their current position without disrupting their structure. An even stronger fixative, glutaraldehyde, is less commonly used for cell fixation in light microscopy, as it results in a strong autofluorescence signal that can interfere with the image, especially when using fluorescence microscopy. Formaldehyde has the added advantage that its reaction is reversible, and prolonged washing of the samples can remove much of the formaldehyde bound to the cells. Formaldehyde is especially beneficial for immuno-cyto or histochemistry because it has less extensive crosslinking and better penetration of antibodies. Almost all tissue samples undergo a specialized sample preparation procedure usually involving fixation, dehydration, paraffin embedding, and microtoming. The microtomed sections of tissue samples are usually 200 nm in thickness, which enables optimal penetration of the incident light and image formation. These histological sections are often stained with dyes (like hemotoxin and eosin) or labeled with antibodies to reveal localization of specific biomolecules at the subcellular level.

1.12 Noise and Artifacts in Microscopic Images

One often encounters artifacts or noise in microscopic images. A chief cause for this is improper alignment of the microscope, especially if the microscope is not Koehler aligned and used for DIC or phase contrast microscopy, or improper selection of lenses and optical elements used—see Figure 1.7(a). A second prime reason could be inadequate cleanliness of the optical elements, namely the condenser and objective lens (especially when moving from oil-immersion to air) and the eyepiece and any filters along the light path. And third, proper sample preparation is a key to high-quality microscopic images. Improper mounting of slides, uneven thickness of the sample section, dirt on the sample chamber or slide can all adversely affect the quality of microscopic images. Finally illumination sources should be periodically checked for the lifetime of the bulbs used, especially if the illumination intensity is unusually low and/or the lamp is fluctuating.

With the advance of electronic imaging technologies, electronic and video imaging is now a popular image acquisition technique for most modern light microscopes. Video imaging not only enhances image contrast and magnification, but also enables faster image acquisition (up to 30 frames/sec) and real-time imaging. Any light microscope with a camera port can be adapted for digital image acquisition or video microscopy by coupling a video camera with its control unit, a digital image processor, a TV monitor, and a VCR. However, accompanying these are also issues that can induce electronic noise in the microscopic images, especially for video cameras. In electronic image acquisition, one may have noticed that the
Figure 1.7 Artifacts and noise in microscopic images. (a) Uneven illumination in a DIC image of mouse fibroblast cells due to improper Koehler alignment of the microscope. (b) Oversaturation of the detector by strong fluorescence intensities results in streaks or smears (arrows) in the image. (c) An image acquired using a net intensity below the detector threshold shows “snow” or granularity in the image. (d) Proper exposure time and intensity help overcome the electronic noise present in (c).

image brightness needs to be below the detector saturation limit to avoid streaks, smears, or oversaturated images—see Figure 1.7(b). On the other hand, the image intensity also needs to be above a specific threshold level or the image acquisition time and the camera aperture need to be properly adjusted to avoid snow or granularity in the image—see Figures 1.7(c, d). This is primarily because the signal voltage from camera or image tube needs to exceed the root mean square (rms) noise of the preamplifier in the camera. Additionally, electrical fixtures such as light sources, amplifiers, lasers, and motors can generate RF spikes or noise pulses that can appear as spikes across the image. Such noise can usually be overcome by proper grounding of the fixtures. In general, the higher the sensitivity of the camera, the more susceptible it will be to electronic noise.

A third category of noise that can arise in microscopy is acoustic noise arising due to mechanical vibrations. Such vibrations can be encountered through exhaust fans, refrigerators, vacuum pumps, or street noise. The most popular way to shield the microscope from acoustic noise arising from the floor or building is by mounting the microscope on a vibration isolation table, which has feedback-controlled pneumatic legs. Additional reduction in acoustic and other noises can be achieved by placing the microscope in a relatively isolated area, keeping the equipment covered, and maintaining a consistent temperature and humidity environment.
1.13 Trends in Light Microscopy

Microscopy of biological samples has undergone rapid advances since its inception in the seventeenth century through the coming together of researchers from interdisciplinary fields like biology, physics, chemistry, and engineering. Not only have there been advances in lens design and correction for aberrations but also in improved filters, DIC prisms, and cameras. The recent years have witnessed a strong contribution in design of new fluorescent probes, which have led to unprecedented breakthroughs in the resolution achievable through light microscopy. A number of fluorescence-based techniques have come in vogue, which not only enable nearly single-molecule imaging but provide new insights into functions of biomolecules both in in vitro and in live cells. Techniques like confocal microscopy (laser scanning, multiphoton, or spinning disk) [13, 14], combined with fluorescence resonance energy transfer (FRET), fluorescence lifetime imaging (FLIM) [15], total internal reflectance fluorescence (TIRF), and fluorescence recovery after photobleaching (FRAP) are rapidly becoming popular for several biological investigations.

Another facet of novel improvements in light-microscopy involves a combination of fluorescence capabilities with conventional contrast generation techniques in microscopy. For instance, an alternative approach to detect fluorescence polarization (FP) in FRET (FP-FRET) has been achieved by a combination of fluorescence and polarization microscopy [16]. FP-FRET is based on measuring fluorescence anisotropy of the emitted fluorescence and provides high contrast and unambiguous indication of FRET. Multicolor nonlinear microscopy of living tissue has been achieved by mutiphoton excitation of intrinsically fluorescence biomolecules and analysis of second harmonic generation by supermolecular structures [17], also called the second-harmonic imaging microscopy (SHIM) [18]. This technique enables resolution and detail of standard histology without the use of exogenous stains. In another study, a combined system of DIC and TIRF with a transmitted all-side polished dove prism has been utilized to enable direct monitoring of fluorescent nanoparticle complexes as a gene delivery target in living cells [19]. In these experiments, while the DIC image provided precise information of the living cellular structures, the TIRF images of the nanoparticle complexes provided precise information on the distance between the cell membrane and the complexes (< 200 nm) as well as the real-time localization of the individual complexes in the cells.

Cutting-edge research in microscopy continues to be aimed at improving the resolution in microscopic images. Recent work using stimulated emission depletion (STED) to quench excited fluorophores at the rim of the focal illumination spot has enabled a substantial increase in resolution to below the diffraction limit, giving a spot size of 100 nm [20]. The design of switchable fluorescent probes has enabled photoactivated localization microscopy (PALM) [21], wherein the researchers label the molecules they want to study with a photoactivatable probe and then expose those molecules to a small amount of violet light. The light activates fluorescence in a small percentage of molecules, and the microscope captures an image of those that are turned on until they bleach. The process is repeated thousands of times, with each repetition capturing the position of a different subset of molecules.
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CHAPTER 2
Molecular Probes for Fluorescence Microscopy
Kristin L. Hazelwood, Scott G. Olenyich, Christopher S. Murphy, and Michael W. Davidson

2.1 Introduction

Applications in biological microscopy now rely heavily on fluorescence as an imaging mode, primarily due to the high degree of sensitivity afforded by the technique coupled with the ability to specifically target structural components and dynamic processes in chemically fixed as well as living cells and tissues. Many fluorescent probes are constructed using a motif based on synthetic aromatic organic chemicals designed to bind with a biological macromolecule (for example, a protein or nucleic acid) or to localize within a specific structural region, such as the cytoskeleton, mitochondria, the Golgi apparatus, endoplasmic reticulum, and nucleus [1]. Other synthetic probes are employed to monitor dynamic processes and localized environmental variables, including concentrations of inorganic metallic ions, pH, reactive oxygen species, and membrane potential [2]. Fluorescent dyes are also useful in monitoring cellular integrity (live versus dead and apoptosis), endocytosis, exocytosis, membrane fluidity, protein trafficking, signal transduction, and enzymatic activity [3]. In addition, synthetic fluorescent probes have been widely applied to genetic mapping and chromosome analysis in the field of molecular genetics. Illustrated in Figure 2.1 are the chemical structures of several synthetic fluorescent dyes that have proven useful in all forms of optical microscopy. Throughout this chapter, the chemical structure of probes discussed in the text is displayed in accompanying figures. Although these structures may be intimidating for students who are not well versed in organic chemistry, they appear throughout the literature and in product information bulletins distributed by commercial vendors, and so are included as a reference for interested readers.

The history of synthetic fluorescent probes dates back more than a century to the late 1800s, when many of the cornerstone dyes for modern histology were developed. Among these were pararosaniline, methyl violet, malachite green, safranin O, methylene blue, and numerous azo (nitrogen) dyes, such as Bismarck brown [4]. Although these dyes were highly colored and capable of absorbing selected bands of visible light, most were only weakly fluorescent and would not be useful for the fluorescence microscopes that would be developed several decades later. However, several synthetic dye classes synthesized during this period, based on the xanthene and acridine heterocyclic ring systems, proved to be highly fluorescent and provided a foundation for the development of modern synthetic fluorescent probes. Most notable among these early fluorescent dyes were the substituted xanthenes, fluorescein and rhodamine B, and the biaminated acridine derivative, acridine orange.
Fluorochromes were introduced to fluorescence microscopy in the early twentieth century as vital stains for bacteria, protozoa, and trypanosomes, but did not see widespread use until the 1920s when fluorescence microscopy was first used to study dye binding in fixed tissues and living cells [4, 5]. However, it wasn’t until the early 1940s that Albert Coons developed a technique for labeling antibodies with fluorescent dyes, thus giving birth to the field of immunofluorescence [6]. Over the past 60 years, advances in immunology and molecular biology have produced a wide spectrum of secondary antibodies and provided insight into the molecular design of fluorescent probes targeted at specific regions within macromolecular complexes.

Fluorescent probe technology and cell biology were dramatically altered by the discovery of the green fluorescent protein (GFP) from jellyfish and the development of mutant spectral variants, which have opened the door to noninvasive fluorescence multicolor investigations of subcellular protein localization, intermolecular interactions, and trafficking using living cell cultures [7–10]. More recently, the development of nanometer-sized fluorescent semiconductor quantum dots has provided a new avenue for research in all imaging modalities using fluorescence microscopy [11, 12], and hybrid systems [13–15] that couple genetically encoded tags to synthetic fluorochromes are emerging as promising candidates for a variety of applications in live-cell imaging.
Despite the numerous advances made in fluorescent dye synthesis during the past few decades, there is very little solid evidence about molecular design rules for developing new synthetic and genetically encoded fluorochromes, particularly with regard to matching absorption spectra to available confocal laser excitation wavelengths. As a result, the number of fluorophores that have found widespread use in fluorescence microscopy is a limited subset of the many thousands that have been discovered.

2.2 Basic Characteristics of Fluorophores

Fluorophores are catalogued and described according to their absorption and fluorescence properties, including the spectral profiles, wavelengths of maximum absorbance and emission, and the fluorescence intensity of the emitted light [1, 3]. One of the most useful quantitative parameters for characterizing absorption spectra is the molar extinction coefficient [denoted with the Greek symbol \( \varepsilon \); see Figure 2.2(a)], which is a direct measure of the ability of a molecule to absorb light. The extinction coefficient is useful for converting units of absorbance into units of molar concentration, and is determined by measuring the absorbance at a reference wavelength (usually the maximum characteristic of the absorbing species) for a molar concentration in a defined optical path length. The quantum yield of a fluorochrome or fluorophore represents a quantitative measure of fluorescence emission efficiency, and is expressed as the ratio of the number of photons emitted to the number of photons absorbed. In other words, the quantum yield represents the probability that a given excited fluorochrome will produce an emitted (fluorescence) photon. Quantum yields, by necessity, range between a value of zero and one, and fluorescent molecules commonly employed as probes in microscopy have

![Figure 2.2 Spectral profiles of popular traditional fluorophores. (a) Absorption spectra of DAPI, fluorescein (FITC), and Texas red. The point at which the extinction coefficient is measured is indicated (\( \varepsilon \)) with a dotted line. (b) Emission spectra of the dyes illustrating the area integrated (emitted photon integrated intensity) for determination of the quantum yield.](image-url)
quantum yields ranging from very low (0.05 or less) to almost unity. In general, a high quantum yield is desirable in most imaging applications. The quantum yield of a given fluorophore varies, sometimes to large extremes, with environmental factors, such as metallic ion concentration, pH, and solvent polarity [3].

In most cases, the molar extinction coefficient for photon absorption is quantitatively measured and expressed at a specific wavelength, whereas the quantum efficiency is an assessment of the total integrated photon emission over the entire spectral band of the fluorophore (see Figure 2.2(b)). As opposed to traditional arc-discharge lamps used with the shortest range (10–20 nm) bandpass interference filters in widefield fluorescence microscopy, the laser systems used for fluorophore excitation in scanning confocal microscopy restrict excitation to specific laser spectral lines that encompass only a few nanometers [5, 16]. The fluorescence emission spectrum for both techniques, however, is controlled by similar bandpass or long-pass filters that can cover tens to hundreds of nanometers [5]. Below saturation levels, fluorescence intensity is proportional to the product of the molar extinction coefficient and the quantum yield of the fluorophore, a relationship that can be utilized to judge the effectiveness of emission as a function of excitation wavelength(s). These parameters display approximately a 20-fold range in variation for the popular fluorophores commonly employed for investigations in confocal microscopy with quantum yields ranging from 0.05 to 1.0, and extinction coefficients ranging from ten thousand to a quarter million (liters per mole). In general, the absorption spectrum of a fluorophore is far less dependent upon environmental conditions than the fluorescence emission characteristics (spectral wavelength profile and quantum yield [3]).

Fluorophores chosen for fluorescence microscopy applications must exhibit a brightness level sufficient for the instrument to obtain image data that does not suffer from excessive photobleaching artifacts and low signal-to-noise ratios. In widefield fluorescence microscopy, excitation illumination levels are easily controlled with neutral density filters [17]. Excitation conditions in confocal microscopy are several orders of magnitude more severe, however, and restrictions imposed by characteristics of the fluorophores and efficiency of the microscope optical system become the dominating factor in determining excitation rate and emission collection strategies [3, 5, 18].

Because of the wavelength-restricted laser spectral lines employed to excite fluorophores in confocal microscopy (see Table 2.1), fluorescence emission intensity can be seriously restricted due to poor overlap of the excitation wavelengths with the fluorophore absorption band. In addition, the confocal pinhole aperture, which is critical in obtaining thin optical sections at high signal-to-noise ratios, is responsible for a 25–50% loss of emission intensity [5]. Photomultiplier tubes are the most common detectors in laser scanning confocal microscopy, but they suffer from a quantum efficiency that varies as a function of wavelength (especially in the red and infrared regions), further contributing to a wavelength-dependent loss of signal across the emission spectrum [19, 20]. Collectively, the light losses in confocal microscopy can result in a reduction of intensity exceeding 50 times of the level typically observed in widefield fluorescence instruments. It should be clear from the preceding argument that fluorophore selection is one of the most
2.2 Basic Characteristics of Fluorophores

Table 2.1 Laser and Arc-Discharge Lamp Spectral Lines (Listed in nm) Commonly Used in Laser Scanning and Widefield Fluorescence Microscopy

<table>
<thead>
<tr>
<th>Laser Type</th>
<th>Ultraviolet</th>
<th>Violet</th>
<th>Blue</th>
<th>Green</th>
<th>Yellow</th>
<th>Orange</th>
<th>Red</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon-Ion</td>
<td>351, 364</td>
<td>—</td>
<td>457, 477,</td>
<td>514</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>488</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diode</td>
<td>—</td>
<td>405, 440</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DPSS</td>
<td>355</td>
<td>430, 442</td>
<td>457, 473</td>
<td>532</td>
<td>561</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>322, 354</td>
<td>442</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Helium-Cadmium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Krypton-Argon</td>
<td>—</td>
<td>—</td>
<td>488</td>
<td>568</td>
<td>—</td>
<td>647</td>
<td></td>
</tr>
<tr>
<td>Green Helium-Neon</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>543</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yellow Helium-Neon</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>594</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Orange Helium-Neon</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>612</td>
<td>—</td>
</tr>
<tr>
<td>Red Helium-Neon</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>633</td>
</tr>
<tr>
<td>Red Diode</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>635, 650</td>
</tr>
<tr>
<td>Mercury Arc</td>
<td>365</td>
<td>405, 436</td>
<td>546</td>
<td>—</td>
<td>579</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Xenon Arc</td>
<td>—</td>
<td>467</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

critical aspects in all imaging modes for fluorescence microscopy, and instrumental efficiency must be carefully considered, as well, in order to produce high-quality images.

In confocal microscopy, irradiation of the fluorophores with a focused laser beam at high power densities increases the emission intensity up to the point of dye saturation, a condition whose parameters are dictated by the excited state lifetime [18]. In the excited state, fluorophores are unable to absorb another incident photon until they emit a lower-energy photon through the fluorescence process. As a result, a majority of the laser energy passes through the specimen undiminished and does not contribute to fluorophore excitation. Balancing fluorophore saturation with laser light intensity levels is, therefore, a critical condition for achieving the optimal signal-to-noise ratio in confocal experiments.

The number of molecular probes currently available for fluorescence microscopy runs in the hundreds [1, 4], with many dyes having absorption maxima closely associated with common laser spectral lines and widefield fluorescence filter combinations [1]. An exact match between a particular laser or mercury arc-discharge spectral line and the absorption maximum of a specific probe is not always possible, but the excitation efficiency of lines near the maximum is usually sufficient to produce a level of fluorescence emission that can be readily detected.

In Figure 2.3, the absorption spectra of two common probes are illustrated, along with the most efficient laser excitation lines. The green spectrum is the absorption profile of fluorescein isothiocyanate (FITC), which has an absorption maximum of 495 nm. Excitation of the FITC fluorophore at 488 nm using an argon-ion laser produces an emission efficiency of approximately 87%. In contrast, when the 477-nm or the 514-nm argon-ion laser lines are used to excite FITC, the
emission efficiency drops to only 58% or 28%, respectively. Clearly, the 488-nm argon-ion (or krypton-argon) laser line is the most efficient source for excitation of this fluorophore. The right-hand spectrum in Figure 2.3 is the absorption profile of Alexa Fluor 546, a bi-sulfonated alicyclic xanthene (rhodamine) derivative with a maximum extinction coefficient at 556 nm. The most efficient laser excitation spectral line for Alexa Fluor 546 is the yellow 568-nm line from the krypton-argon mixed gas ion laser, which produces an emission efficiency of approximately 84%. The next closest laser spectral lines, the 543-nm line from the green helium-neon laser and the 594-nm lines from the yellow helium-neon laser, excite Alexa Fluor 546 with an efficiency of 43% and 4%, respectively. Note that the 488-nm argon-ion laser spectral line excites Alexa Fluor 546 with approximately 7% efficiency, a factor that can be of concern when conducting dual labeling experiments with FITC and Alexa Fluor 546 simultaneously.

Instrumentally, fluorescence emission collection can be optimized by careful selection of objectives, detector aperture dimensions, and dichromatic and barrier filters, as well as maintaining the optical train in precise alignment [21]. In most cases, low magnification objectives with a high numerical aperture should be chosen for the most demanding imaging conditions because light collection intensity increases as the fourth power of the numerical aperture, but only decreases as the square of the magnification. However, the most important limitations in light collection efficiency in fluorescence microscopy arise from restrictions imposed by the physical properties of the fluorophores themselves. As previously discussed, fluorescent probe development is limited by a lack of knowledge of the specific molecular properties responsible for producing optimum fluorescence characteristics, and the design rules are insufficiently understood to be helpful as a guide to the development of more efficient fluorophores. The current success in development of new fluorescent probes is a testament to the progress made through

Figure 2.3 Laser excitation efficiency of fluorescein and the rhodamine derivative, and Alexa Fluor 546 with the 488- and 568-nm spectral lines, respectively, of an argon-krypton laser.
the use of empirical data and assumptions about molecular structure extrapolated from the properties of existing dyes, many of which were first synthesized more than a hundred years ago.

2.3 Traditional Fluorescent Dyes

The choice of molecular probes for fluorescence microscopy must address the specific capabilities of the instrument to excite and detect fluorescence emission in the wavelength regions made available by the illumination system and detectors. Although the current lasers used in confocal microscopy (see Table 2.1) produce discrete lines in the ultraviolet, visible, and near-infrared portions of the spectrum, the location of these spectral lines does not always coincide with absorption maxima of popular fluorophores. The same is true for mercury and xenon arc-discharge lamps. In fact, it is not necessary for high intensity spectral lines to correspond exactly with the fluorophore wavelength of maximum absorption, but the intensity of fluorescence emission is regulated by the fluorophore extinction coefficient at the excitation wavelength (as discussed earlier). The most popular lasers for confocal microscopy are air-cooled argon and krypton-argon ion lasers, the relatively new diode lasers, and a variety of helium-neon systems [5, 16, 17]. Collectively, these lasers are capable of providing excitation at 20 or more specific wavelengths between 400 and 650 nm.

Several of the classical fluorescent probes that have been successfully utilized for many years in widefield fluorescence [3, 4], including fluorescein, Lissamine rhodamine, and Texas red, are also useful in confocal microscopy (Figure 2.1). Fluorescein has an absorption maximum at 495 nm, which coincides quite well with the 488-nm spectral line produced by argon-ion and krypton-argon lasers, as well as the 436 and 467 principal lines of the mercury and xenon arc-discharge lamps (respectively). In addition, the quantum yield is very high, and a significant amount of information has been gathered on the characteristics of this dye with respect to the physical and chemical properties [22]. On the negative side, the fluorescence emission intensity of fluorescein is heavily influenced by environmental factors (such as pH), and the relatively broad emission spectrum often overlaps with those of other fluorophores in dual and triple labeling experiments [3, 22, 23].

Tetramethyl rhodamine (TMR) and the isothiocyanate derivative (TRITC) are frequently employed in multiple labeling investigations in widefield microscopy due to their efficient excitation by the 546-nm spectral line from mercury arc-discharge lamps. These fluorochromes can be excited very effectively by the 543-nm line from helium-neon lasers, but not by the 514- or 568-nm lines from argon-ion and krypton-argon lasers [22]. When using krypton-based laser systems, Lissamine rhodamine is a far better choice in this fluorochrome class due to the absorption maximum at 575 nm and its spectral separation from fluorescein.

Several of the acridine dyes, first isolated in the nineteenth century, are useful as fluorescent probes in confocal microscopy [4]. The most widely utilized, acridine orange, consists of the basic acridine nucleus adorned with dimethylamino substituents located at the 3 and 6 positions of the aromatic tri-nuclear ring system.
This probe (Figure 2.1) binds strongly to DNA by intercalation of the acridine nucleus between successive base pairs, and it exhibits green fluorescence with a maximum wavelength of 530 nm [3, 4, 24]. In living cells, acridine orange diffuses across the cell membrane (by virtue of the dissociation constant for protonation) and accumulates in the lysosomes and other acidic vesicles. Similar to most acridines and related polynuclear aromatic nitrogen heterocycles, acridine orange has a relatively broad absorption spectrum, which enables the probe to be used with several wavelengths from the argon-ion laser.

Another popular synthetic dye that is useful in fluorescence microscopy is the phenanthridine derivative, propidium iodide (Figure 2.1). Propidium iodide binds to DNA in a manner similar to the acridines (via intercalation) to produce orange-red fluorescence centered at 617 nm [25, 26]. The positively charged fluorophore also has a high affinity for double-stranded RNA. Propidium has an absorption maximum at 536 nm and can be excited by the 488-nm or 514-nm spectral lines of an argon-ion (or krypton-argon) laser, or the 543-nm line from a green helium-neon laser. The dye is often employed as a counterstain to highlight cell nuclei during double or triple labeling of multiple intracellular structures. Environmental factors can affect the fluorescence spectrum of propidium, especially when the dye is used with mounting media containing glycerol. The structurally similar ethidium bromide, which also binds to DNA by intercalation [25], produces more background staining and is therefore not as effective as propidium.

DNA and chromatin can also be stained with dyes that bind externally to the double helix. The most popular fluorochromes in this category are 4’,6-diamidino-2-phenylindole (DAPI) and the bisbenzimide Hoechst dyes that are designated by the numbers 33258 (Figure 2.1), 33342, and 34580 [27–30]. These probes are quite water soluble and bind externally to AT-rich base pair clusters in the minor groove of double-stranded DNA with a dramatic increase in fluorescence intensity. Both dye classes can be stimulated by the 351-nm spectral line of high-power argon-ion lasers or the 354-nm line from a helium-cadmium laser. They are also efficiently excited by the 365-nm peak from the mercury arc-discharge lamp. Similar to the acridines and phenanthridines, these fluorescent probes are popular choices as a nuclear counterstain for use in multicolor fluorescent labeling protocols. The vivid blue fluorescence emission produces dramatic contrast when coupled to green, yellow, and red probes in adjacent cellular structures.

### 2.4 Alexa Fluor Dyes

The dramatic advances in modern fluorophore technology are exemplified by the Alexa Fluor dyes [1, 31, 32] introduced by Molecular Probes (Alexa Fluor is a registered trademark of Molecular Probes). These sulfonated rhodamine derivatives exhibit higher quantum yields for more intense fluorescence emission than spectrally similar probes, and have several additional improved features, including enhanced photostability, absorption spectra matched to common laser lines, pH insensitivity, and a high degree of water solubility. In fact, the resistance to photobleaching of Alexa Fluor dyes is so dramatic [32] that even when subjected
to irradiation by high-intensity laser sources, fluorescence intensity remains stable for relatively long periods of time in the absence of antifade reagents. This feature enables the water-soluble Alexa Fluor probes to be readily utilized for both live-cell and tissue section investigations, as well as in traditional fixed preparations.

Alexa Fluor dyes are available in a broad range of fluorescence excitation and emission wavelength maxima, ranging from the ultraviolet and deep blue to the near-infrared regions [1]. Alphanumeric names of the individual dyes are associated with the specific excitation laser or arc-discharge lamp spectral lines for which the probes are intended. For example, Alexa Fluor 488 is designed for excitation by the blue 488-nm line of the argon or krypton-argon ion lasers, while Alexa Fluor 568 is matched to the 568-nm spectral line of the krypton-argon laser. Several of the Alexa Fluor dyes are specifically designed for excitation by the blue diode laser (405 nm), the orange/yellow helium-neon laser (594 nm), or the red helium-neon laser (633 nm). Other Alexa Fluor dyes are intended for excitation with traditional mercury arc-discharge lamps in the visible (Alexa Fluor 546) or ultraviolet (Alexa Fluor 350, also useful with high-power argon-ion lasers), and solid-state red diode lasers (Alexa Fluor 680). Because of the large number of available excitation and

---

**Figure 2.4** Digital images (widefield fluorescence) of Alexa Fluor dyes used in immunofluorescence and conjugated to phalloidins for subcellular localization investigations: (a) Alexa Fluor 350 conjugated to goat antimouse secondary antibodies targeting mouse antihiston (pan) primaries; (b) Alexa Fluor 488 conjugated to goat antirabbit secondary antibodies targeting rabbit anti-alpha-tubulin primaries; and (c) Alexa Fluor 568 conjugated to phalloidin (actin). Note the increasingly complex structure of Alexa Fluor dyes as emission wavelengths are increased.
emission wavelengths in the Alexa Fluor series, multiple labeling experiments can often be conducted exclusively with these dyes.

Alexa Fluor dyes are commercially available [1] as reactive intermediates in the form of maleimides, succinimidyl esters, and hydrazides, as well as prepared cytoskeletal probes (conjugated to phalloidin, G-actin, and rabbit skeletal muscle actin) and conjugates to lectin, dextrin, streptavidin, avidin, biocytin, and a wide variety of secondary antibodies. In the latter forms, the Alexa Fluor fluorophores provide a broad palette of tools for investigations in immunocytochemistry, neuroscience, and cellular biology (Figure 2.4). The family of probes has also been extended into a series of dyes having overlapping fluorescence emission maxima targeted at sophisticated confocal microscopy detection systems with spectral imaging and linear unmixing capabilities. For example, Alexa Fluor 488, Alexa Fluor 500, and Alexa Fluor 514 are visually similar in color with bright green fluorescence, but have spectrally distinct emission profiles. In addition, the three fluorochromes can be excited with the 488- or 514-nm spectral line from an argon-ion laser and are easily detected with traditional fluorescein filter combinations. In multispectral (x-y-λ; referred to as a lambda stack) confocal imaging experiments, optical separation software can be employed to differentiate between the similar signals [33-36].

2.5 Cyanine Dyes

The popular family of cyanine dyes, Cy2, Cy3, Cy5, Cy7, and their derivatives, are based on the partially saturated indole nitrogen heterocyclic nucleus with two aromatic units being connected via a polyalkene bridge of varying carbon number [3, 37]. These probes exhibit fluorescence excitation and emission profiles that are similar to many of the traditional dyes, such as fluorescein and tetramethylrhodamine, but with enhanced water solubility, photostability, and higher quantum yields. Most of the cyanine dyes are more environmentally stable than their traditional counterparts, rendering their fluorescence emission intensity less sensitive to pH and organic mounting media. In a manner similar to the Alexa Fluors, the excitation wavelengths of the Cy series of synthetic dyes are tuned specifically for use with common laser and arc-discharge sources, and the fluorescence emission can be detected with traditional filter combinations.

Marketed by a number of distributors, the cyanine dyes are readily available as reactive dyes or fluorophores coupled to a wide variety of secondary antibodies, dextrin, streptavidin, and egg-white avidin [38]. The cyanine dyes generally have broader absorption spectral regions than members of the Alexa Fluor family, making them somewhat more versatile in the choice of laser excitation sources for confocal microscopy [5]. For example, using the 547-nm spectral line from an argon-ion laser, Cy2 is about twice as efficient in fluorescence emission as Alexa Fluor 488. In an analogous manner, the 514-nm argon-ion laser line excites Cy3
with a much higher efficiency than Alexa Fluor 546, a spectrally similar probe. Emission profiles of the cyanine dyes are comparable in spectral width to the Alexa Fluor series.

Included in the cyanine dye series are the long-wavelength Cy5 derivatives, which are excited in the red region (650 nm) and emit in the far-red (680-nm) wavelengths. The Cy5 fluorophore is very efficiently excited by the 647-nm spectral line of the krypton-argon laser, the 633-nm line of the red helium-neon laser, or the 650-nm line of the red diode laser, providing versatility in laser choice. Because the emission spectral profile is significantly removed from traditional fluorophores excited by ultraviolet and blue illumination, Cy5 is often utilized as a third fluorophore in triple labeling experiments (Figure 2.5). However, similar to other probes with fluorescence emission in the far-red spectral region, Cy5 is not visible to the human eye and can only be detected electronically (using a specialized CCD camera system or photomultiplier). Therefore, the probe is seldom used in conventional widefield fluorescence experiments.

### 2.6 Fluorescent Environmental Probes

Fluorophores designed to probe the internal environment of living cells have been widely examined by a number of investigators, and many hundreds have been developed to monitor such effects as localized concentrations of alkali and alkaline

![Digital images (widefield fluorescence) of cyanine dyes used in immunofluorescence for subcellular localization investigations: (a) Cy2 conjugated to goat antimouse secondary antibodies targeting mouse antikeratin [18] primaries; (b) Cy3 conjugated to goat antirabbit secondary antibodies targeting rabbit antiperoxisomal membrane protein (PMP-70) primaries; and (c) Cy5 conjugated to goat antimouse secondary antibodies targeting mouse antigiantin primaries.](image-url)
earth metals, heavy metals (employed biochemically as enzyme cofactors), inorganic ions, thiols and sulfides, and nitrite, as well as pH, solvent polarity, and membrane potential [1–5, 39, 40]. Originally, the experiments in this arena were focused on changes in the wavelength and/or intensity of absorption and emission spectra exhibited by fluorophores upon binding calcium ions in order to measure intracellular flux densities. These probes bind to the target ion with a high degree of specificity to produce the measured response and are often referred to as spectrally sensitive indicators. Ionic concentration changes are determined by the application of optical ratio signal analysis to monitor the association equilibrium between the ion and its host. The concentration values derived from this technique are largely independent of instrumental variations and probe concentration fluctuations due to photobleaching, loading parameters, and cell retention. In the past few years, a number of new agents have been developed that bind specific ions or respond with measurable features to other environmental conditions [1, 5].

Calcium is a metabolically important ion that plays a vital role in cellular response to many forms of external stimuli [41]. Because transient fluctuations in calcium ion concentration are typically involved when cells undergo a response, fluorophores must be designed to measure not only localized concentrations within segregated compartments, but should also produce quantitative changes when flux density waves progress throughout the cytoplasm. Many of the synthetic molecules designed to measure calcium levels are based on the nonfluorescent chelating agents EGTA and BAPTA, which have been used for years to sequester calcium ions in buffer solutions [5,42, 43]. Two of the most common calcium probes are the ratiometric indicators Fura-2 and Indo-1, but these fluorophores are not particularly useful in confocal microscopy [5,44]. The dyes are excited by ultraviolet light and exhibit a shift in the excitation or emission spectrum with the formation of isosbestic points when binding calcium. However, the optical aberrations associated with ultraviolet imaging, limited specimen penetration depths, and the expense of ultraviolet lasers have limited the utility of these probes in confocal microscopy.

Fluorophores that respond in the visible range to calcium ion fluxes are, unfortunately, not ratiometric indicators and do not exhibit a wavelength shift (typical of Fura-2 and Indo-1) upon binding, although they do undergo an increase or decrease in fluorescence intensity. The best example is Fluo-3, a complex xanthene derivative, which undergoes a dramatic increase in fluorescence emission at 525 nm (green) when excited by the 488-nm spectral line of an argon-ion or krypton-argon laser [5,45]. Because isosbestic points are not present to assure the absence of concentration fluctuations, it is impossible to determine whether spectral changes are due to complex formation or a variation in concentration with Fluo-3 and similar fluorophores.

To overcome the problems associated with using visible light probes lacking wavelength shifts (and isosbestic points), several of these dyes are often utilized in combination for calcium measurements in confocal microscopy [46]. Fura-Red, a multinuclear imidazole and benzofuran heterocycle, exhibits a decrease in fluorescence at 650 nm when binding calcium. A ratiometric response to calcium ion fluxes can be obtained when a mixture of Fluo-3 and Fura-Red is excited at 488 nm and fluorescence is measured at the emission maxima (525 and 650 nm,
2.6 Fluorescent Environmental Probes

The emission intensity of Fluo-3 increases monotonically while that of Fura-Red simultaneously decreases, producing an isosbestic point when the dye concentrations are constant within the localized area being investigated. Another benefit of using these probes together is the ability to measure fluorescence intensity fluctuations with a standard FITC/Texas red interference filter combination.

Quantitative measurements of ions other than calcium, such as magnesium, sodium, potassium, and zinc, are conducted in an analogous manner using similar fluorophores [1, 3, 5]. One of the most popular probes for magnesium, Mag-Fura-2 (structurally similar to Fura-Red), is also excited in the ultraviolet range and presents the same problems in fluorescence microscopy as Fura-2 and Indo-1. Fluorophores excited in the visible light region are becoming available for the analysis of many monovalent and divalent cations that exist at varying concentrations in the cellular matrix. Several synthetic organic probes have also been developed for monitoring the concentration of simple and complex anions.

Important fluorescence monitors for intracellular pH include a pyrene derivative known as HPTS or pyranine, the fluorescein derivative, BCECF, and another substituted xanthene termed carboxy SNARF-1 [1, 47–50]. Because many common fluorophores are sensitive to pH in the surrounding medium, changes in fluorescence intensity that are often attributed to biological interactions may actually occur as a result of protonation. In the physiological pH range (pH 6.8 to 7.4), the probes mentioned earlier are useful for dual-wavelength ratiometric measurements.
and differ only in dye loading parameters. Simultaneous measurements of calcium ion concentration and pH can often be accomplished by combining a pH indicator, such as SNARF-1, with a calcium ion indicator (for example, Fura-2). Other probes have been developed for pH measurements in subcellular compartments, such as the lysosomes, as described next.

2.7 Organelle Probes

Fluorophores targeted at specific intracellular organelles, such as the mitochondria, lysosomes, Golgi apparatus, and endoplasmic reticulum, are useful for monitoring a variety of biological processes in living cells using confocal microscopy [1, 3, 5]. In general, organelle probes consist of a fluorochrome nucleus attached to a target-specific moiety that assists in localizing the fluorophore through covalent, electrostatic, hydrophobic, or similar types of bonds. Many of the fluorescent probes designed for selecting organelles are able to permeate or sequester within the cell membrane (and, therefore, are useful in living cells), while others must be installed using monoclonal antibodies with traditional immunocytochemistry techniques. In living cells, organelle probes are useful for investigating transport, respiration, mitosis, apoptosis, protein degradation, acidic compartments, and membrane phenomena. Cell impermeant immunofluorescence and direct labeling applications include targets for nuclear functions, cytoskeletal structure, organelle detection, and
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**Figure 2.7** Tracker synthetic probes in action: (a) MitoTracker Red CMXRos labels the mitochondria network in living Indian Muntjac fibroblast cells; (b) ER-Tracker Blue-White DPX is used to highlight the endoplasmic reticulum in HeLa (CCL-2 line) epithelial cells; and (c) LysoSensor Green DND-153 localizes to lysosomes in human osteosarcoma epithelial (U2OS line) cells.
probes for membrane integrity (Figure 2.7). In many cases, living cells that have been labeled with permeant probes can subsequently be fixed and counterstained with additional fluorophores in multicolor labeling experiments.

Mitochondrial probes are among the most useful fluorophores for investigating cellular respiration and are often employed along with other dyes in multiple labeling investigations. The traditional probes, rhodamine 123 and tetramethylrosamine, are rapidly lost when cells are fixed and have largely been supplanted by newer, more specific, fluorophores developed by Molecular Probes [1,51,52]. These include the popular MitoTracker and MitoFluor series of structurally diverse xanthene, benzoxazole, indole, and benzimidazole heterocycles that are available in a variety of excitation and emission spectral profiles. The mechanism of action varies for each of the probes in this series, ranging from covalent attachment to oxidation within respiring mitochondrial membranes.

MitoTracker dyes (Figure 2.7) are retained quite well after cell fixation in formaldehyde and can often withstand lipophilic permeabilizing agents [51]. In contrast, the MitoFluor probes are designed specifically for actively respiring cells and are not suitable for fixation and counterstaining procedures [1]. Another popular mitochondrial probe, entitled JC-1, is useful as an indicator of membrane potential and in multiple staining experiments with fixed cells [53]. This carbocyanine dye exhibits green fluorescence at low concentrations, but can undergo intramolecular association within active mitochondria to produce a shift in emission to longer (red) wavelengths. The change in emission wavelength is useful in determining the ratio of active to nonactive mitochondria in living cells.

In general, weakly basic amines that are able to pass through membranes are the ideal candidates for investigating biosynthesis and pathogenesis in lysosomes [1–3,40]. Traditional lysosomal probes include the nonspecific phenazine and acridine derivatives neutral red and acridine orange, which are accumulated in the acidic vesicles upon being protonated [3,4]. Fluorescently labeled latex beads and macromolecules, such as dextran, can also be accumulated in lysosomes by endocytosis for a variety of experiments. However, the most useful tools for investigating lysosomal properties with fluorescence microscopy are the LysoTracker and LysoSensor (Figure 2.7) dyes developed by Molecular Probes [1,3,54]. These structurally diverse agents contain heterocyclic and aliphatic nitrogen moieties that modulate transport of the dyes into the lysosomes of living cells for both short-term and long-term studies. The LysoTracker probes, which are available in a variety of excitation and emission wavelengths [1], have high selectivity for acidic organelles and are capable of labeling cells at nanomolar concentrations. Several of the dyes are retained quite well after fixing and permeabilization of cells. In contrast, the LysoSensor fluorophores are designed for studying dynamic aspects of lysosome function in living cells. Fluorescence intensity dramatically increases in the LysoSensor series upon protonation, making these dyes useful as pH indicators [1]. A variety of Golgi apparatus–specific monoclonal antibodies have also been developed for use in immunocytochemistry assays [1,55–58].

Proteins and lipids are sorted and processed in the Golgi apparatus, which is typically stained with fluorescent derivatives of ceramides and sphingolipids [55]. These agents are highly lipophilic, and are therefore useful as markers for the
study of lipid transport and metabolism in live cells. Several of the most useful fluorophores for Golgi apparatus contain the complex heterocyclic BODIPY nucleus developed by Molecular Probes [1, 3, 59]. When coupled to sphingolipids, the BODIPY fluorophore is highly selective and exhibits a tolerance for photobleaching that is far superior to many other dyes. In addition, the emission spectrum is dependent upon concentration (shifting from green to red at higher concentrations), making the probes useful for locating and identifying intracellular structures that accumulate large quantities of lipids. During live-cell experiments, fluorescent lipid probes can undergo metabolism to derivatives that may bind to other subcellular features (Figure 2.7), a factor that can often complicate the analysis of experimental data.

The most popular traditional probes for endoplasmic reticulum fluorescence analysis are the carbocyanine and xanthene dyes, DiOC(6) and several rhodamine derivatives, respectively [1, 3]. These dyes must be used with caution, however, because they can also accumulate in the mitochondria, Golgi apparatus, and other intracellular lipophilic regions. Newer, more photostable, probes have been developed for selective staining of the endoplasmic reticulum by several manufacturers. In particular, oxazole members of the Dapoxyl family produced by Molecular Probes are excellent agents for selective labeling of the endoplasmic reticulum in living cells (Figure 2.7), either alone or in combination with other dyes [1]. These probes are retained after fixation with formaldehyde, but can be lost with permeabilizing detergents. Another useful probe is Brefeldin A [59], a stereochemically complex fungal metabolite that serves as an inhibitor of protein trafficking out of the endoplasmic reticulum. Finally, similar to other organelles, monoclonal antibodies [56–58] have been developed that target the endoplasmic reticulum in fixed cells for immunocytochemistry investigations.

2.8 Quantum Dots

Nanometer-sized crystals of purified semiconductors known as quantum dots are emerging as a potentially useful fluorescent labeling agent for living and fixed cells in both traditional widefield and laser scanning confocal fluorescence microscopy [60–64]. Recently introduced techniques enable the purified tiny semiconductor crystals to be coated with a hydrophilic polymer shell and conjugated to antibodies or other biologically active peptides and carbohydrates for application in many of the classical immunocytochemistry protocols (see Figure 2.8). These probes have significant benefits over organic dyes and fluorescent proteins, including long-term photostability, high fluorescence intensity levels, and multiple colors with single-wavelength excitation for all emission profiles [60, 64].

Quantum dots produce illumination in a manner similar to the well-known semiconductor light emitting diodes, but are activated by absorption of a photon rather than an electrical stimulus. The absorbed photon creates an electron-hole pair that quickly recombines with the concurrent emission of a photon having lower energy. The most useful semiconductor discovered thus far for producing biological quantum dots is cadmium selenide (CdSe), a material in which the energy of the emitted photons is a function of the physical size of the nanocrystal particles.
Thus, quantum dots having sizes that differ only by tenths of a nanometer emit different wavelengths of light, with the smaller sizes emitting shorter wavelengths, and vice versa.

Unlike typical organic fluorophores or fluorescent proteins, which display highly defined spectral profiles, quantum dots have an absorption spectrum that increases steadily with decreasing wavelength (Figure 2.8). The extinction coefficients of quantum dots are typically 10 to 100 times higher than those of synthetic fluorophores or fluorescent proteins. Also in contrast with the latter probes, the fluorescence emission intensity is confined to a symmetrical peak with a maximum wavelength that is dependent on the dot size, but independent of the excitation wavelength [63]. As a result, the same emission profile is observed regardless of whether the quantum dot is excited at 300, 400, 500, or 600 nm, but the fluorescence intensity increases dramatically at shorter excitation wavelengths. For example, the extinction coefficient for a typical quantum dot conjugate that emits in the orange region (605 nm) is approximately five-fold higher when the semiconductor is excited at 400 versus 600 nm. The full width at half maximum value for a typical quantum dot conjugate is about 30 nm [63], and the spectral profile is not skewed toward the longer wavelengths (having higher intensity “tails”), such is the case with most organic fluorochromes. The narrow emission profile enables several quantum dot conjugates to be simultaneously observed with a minimal level of bleed-through.

For biological applications, a relatively uniform population of cadmium selenide crystals is covered with a surrounding semiconductor shell composed of zinc sulfide to improve the optical properties and prevent quenching by water. Next,
the core material is coated with a polymeric film and other ligands to decrease hydrophobicity and to improve the attachment efficiency of conjugated macromolecules. The final product is a biologically active particle that ranges in size from 10 to 30 nm, somewhere in the vicinity of a large protein [61]. Quantum dot conjugates are solubilized as a colloidal suspension in common biological buffers and may be incorporated into existing labeling protocols in place of classical staining reagents (such as organic fluorochrome-labeled secondary antibodies).

In confocal microscopy, quantum dots are excited with varying degrees of efficiency by most of the spectral lines produced by the common laser systems, including the argon-ion, helium-cadmium, krypton-argon, and the green helium-neon. Particularly effective at exciting quantum dots in the ultraviolet and violet regions are the new blue diode and diode-pumped solid-state lasers that have prominent spectral lines at 442 nm and below [63, 64]. The 405-nm blue diode laser is an economical excitation source that is very effective for use with quantum dots due to their high extinction coefficient at this wavelength. Another advantage of using these fluorophores in confocal microscopy is the ability to stimulate multiple quantum dot sizes (and spectral colors) in the same specimen with a single excitation wavelength, making these probes excellent candidates for multiple labeling experiments [60, 64, 65].

The exceptional photostability of quantum dot conjugates is of great advantage in confocal microscopy when optical sections are being collected. Unlike the case of organic fluorophores, labeled structures situated away from the focal plane do not suffer from excessive photobleaching during repeated raster scanning of the specimen and yield more accurate three-dimensional volume models. Unfortunately, the large size of quantum dot conjugates prevents their efficient transfer through intact membranes, which necessarily restricts their use to permeabilized cells or as targets for extracellular or endocytosed proteins [13], thus severely limiting their applications in live-cell imaging. Recently reported gold and silver “nanodots” that are formed within hydrophilic dendrimeric membranes are also very fluorescent and feature tunable wavelength profiles, similar to quantum dots, and should eventually provide another fluorophore alternative [66].

In widefield fluorescence microscopy, quantum dot conjugates are available for use with conventional dye-optimized filter combinations that are standard equipment on many microscopes. Excitation can be further enhanced by substituting a shortpass filter for the bandpass filter that accompanies most filter sets, thus optimizing the amount of lamp energy that can be utilized to excite the quantum dots. Several of the custom fluorescence filter manufacturers offer combinations specifically designed to be used with quantum dot conjugates.

### 2.9 Fluorescent Proteins

Over the past few years, the discovery and development of naturally occurring fluorescent proteins and mutated derivatives have rapidly advanced to center stage in the investigation of a wide spectrum of intracellular processes in living organisms [67–70]. These biological probes have provided scientists with the ability to
Figure 2.9  (a) Spectral profiles and (b) recommended filter bandpass regions for multiple labeling with cyan (mCerulean), orange (mKusabira Orange), and far-red (mPlum) fluorescent proteins. The spectra of these proteins are sufficiently well separated for three-color imaging.

visualize, monitor, and track individual molecules with high spatial and temporal resolution in both steady-state and dynamic experimental scenarios. A wide variety of marine organisms have been the source of more than 100 fluorescent proteins and their analogs, which arm the investigator with a balanced palette of noninvasive biological probes for single, dual, and multispectral fluorescence analysis (see Figure 2.9) [69]. Among the advantages of fluorescent proteins over the traditional organic and the new semiconductor probes described earlier is their response to a wider variety of biological events and signals. Added to the ability to specifically target fluorescent probes in subcellular compartments, the extremely low or absent levels of phototoxicity, and the widespread compatibility with tissues and intact organisms, these biological macromolecules offer an exciting new frontier in live-cell imaging.

The first member of this series to be discovered, green fluorescent protein (GFP), was isolated from the North Atlantic jellyfish, *Aequorea victoria*, and found to exhibit a high degree of fluorescence without the aid of additional substrates
or coenzymes [67]. In native green fluorescent protein, the fluorescent moiety is a cyclized tripeptide derivative containing serine, tyrosine, and glycine that requires molecular oxygen for activation, but no additional cofactors or enzymes [71]. Subsequent investigations revealed that the GFP gene could be expressed in other organisms, including mammals, to yield fully functional analogs that display no adverse biological effects [72]. In fact, fluorescent proteins can be fused to virtually any protein in living cells using recombinant complementary DNA cloning technology, and the resulting fusion protein gene product expressed in cell lines adapted to standard tissue culture methodology. Lack of a need for cell-specific activation cofactors renders the fluorescent proteins much more useful as generalized probes than other biological macromolecules, such as the phycobiliproteins [73], which require insertion of accessory pigments in order to produce fluorescence.

Mutagenesis experiments with GFP and its derivatives have produced a large number of variants featuring improved folding and expression characteristics, which have eliminated wild-type dimerization artifacts and fine-tuned the absorption and fluorescence properties [70]. One of the earliest variants, known as enhanced green fluorescence protein (EGFP), contains codon substitutions that alleviate the temperature sensitivity and increases the efficiency of GFP expression in mammalian cells [74]. Proteins fused with EGFP can be observed at low light intensities for long time periods with minimal photobleaching. Enhanced green fluorescent protein fusion products are optimally excited by the 488-nm spectral line from argon and krypton-argon ion lasers in confocal microscopy or using a traditional FITC filter combination in widefield fluorescence. Either technique provides an excellent biological probe and instrument combination for examining intracellular protein pathways along with the structural dynamics of organelles and the cytoskeleton.

Additional mutation studies have uncovered GFP variants that exhibit a variety of absorption and emission characteristics across the entire visible spectral region [70], which have enabled researchers to develop probe combinations for simultaneous observation of two or more distinct fluorescent proteins in a single organism (Figure 2.9). Early investigations yielded improved blue fluorescent protein (BFP) and cyan fluorescent protein (CFP) mutants from simple amino acid substitutions that shifted the absorption and emission spectral profiles of wild-type GFP to lower wavelength regions [67]. Used in combination with GFP, these variants and their newly improved derivatives [70, 75, 76] are useful in resonance energy transfer (FRET) experiments and other investigations that rely on multicolor fluorescence imaging. Blue fluorescent protein derivatives can be efficiently excited with the 354-nm line from a high-power argon laser, while the more useful cyan derivative is excited by a number of violet and blue laser lines, including the 405-nm blue diode, the 442-nm helium-cadmium spectral line, and the 457-nm line from the standard argon-ion laser.

Another popular fluorescent protein derivative, the yellow fluorescent protein (YFP), was designed on the basis of the GFP crystalline structural analysis to red-shift the absorption and emission spectra [77]. Yellow fluorescent protein is optimally excited by the 514-nm spectral line of the argon-ion laser, and provides more intense emission than enhanced green fluorescent protein but is more sensitive
to low pH and high halogen ion concentrations. The enhanced yellow fluorescent protein derivative (EYFP) and other improved derivatives [70] are useful with the 514-argon-ion laser line, but can also be excited with relatively high efficiency by the 488-nm line from argon and krypton-argon lasers. Both of these fluorescent protein derivatives have been widely applied to protein-protein FRET investigations in combination with CFP, and, in addition, have proven useful in studies involving multiprotein trafficking.

Attempts to shift the absorption and emission spectra of *Aequorea victoria* fluorescent proteins to wavelengths in the orange and red regions of the spectrum have met with little success. However, fluorescent proteins from other marine species have enabled investigators to extend the available spectral regions to well within the red wavelength range. The DsRed fluorescent protein and its derivatives (most notably, mCherry [78] and mPlum [79]), originally isolated from the sea anemone *Discosoma striata*, are currently the most popular analogs for fluorescence analysis in the 575- to 650-nm region [70, 79]. Another protein, HcRed from the *Heteractis crispa* purple anemone, is also a promising candidate for investigations in the longer wavelengths of the visible spectrum [80]. Newly developed “optical highlighter” fluorescent proteins [81], including photoactivatable green fluorescent protein (PA-GFP; [82]), Kaede [83] Eos [84], Dronpa [85], and kindling fluorescent protein 1 (KFP1; [86]), exhibit dramatic improvements over GFP (up to several thousand-fold) in fluorescence intensity when stimulated by violet laser illumination. These probes should prove useful in widefield and confocal fluorescence studies involving selective irradiation of specific target regions and the subsequent kinetic analysis of diffusional mobility and compartmental residency time of fusion proteins.

Among the key advantages of genetically encoded fluorescent proteins is the precise targeting that is accompanied by their ability to be directly fused to a protein of interest. Modern transfection and transgenic technology also renders exogenous DNA far easier to deliver into cells or whole organisms than synthetic dyes or quantum dots [13]. Among the drawbacks of fluorescent proteins is their large size relative to smaller synthetic fluorophores, the potential for dimerization and larger scale aggregation, a broader fluorescence emission spectrum compared to other fluorophores (approximately 60 nm versus 30–40 nm), and the possibility that fusion may interfere with the normal function of the target protein.

### 2.10 Hybrid Systems

Several research groups have recently developed “hybrid” systems that couple small, synthetic fluorescent molecules to genetically encoded targets as an alternative to fluorescent proteins, and these are emerging as promising candidates for applications in cell biology [13–15, 87]. The basic strategy involves genetically fusing a target protein to the desired receptor (usually a protein domain or peptide sequence), which is then labeled with a small molecule fluorescent probe consisting of a receptor binding ligand coupled to a fluorophore. When added to cells in culture that have been previously transfected with the genetically encoded receptor,
the probe diffuses through the cell membrane and binds specifically and stably to the receptor fusion protein. The success of this approach relies on developing (or discovering) a receptor that is highly specific for the fluorescent probe (thus minimizing background fluorescence) and does not interfere with the function of the target protein.

The flagship hybrid system was first developed by Roger Tsien and associates [88] and involves a tetracysteine-biarsenical scheme that covalently binds a membrane-permeable biarsenical probe to a target protein modified by the addition of a 12-residue peptide sequence containing four strategically placed cysteines. The biarsenical probes, of which the two most prominent are named FlAsH and ReAsH (Fluorescein or Resorufin Arsenical Helix Binder), attach to the receptor peptide sequence with picomolar affinity [89]. In order to reduce background fluorescence levels and toxicity to endogenous proteins, small dithiol antidotes are simultaneously administered to the live cells with the probe. Several rounds of improvement in the Tetracysteine motif have increased the affinity for biarsenical dyes, which has enabled lowering dye concentrations as well as the use of higher antidote levels [90].

After development of the tetracysteine-biarsenical system, several alternative ligand-receptor approaches have been reported for in vivo protein labeling. The most notable include the coupling of benzyl guanine derivatives with human O6-alkylguanine DNA alkyl transferase (hAGT) [91], and binding of a methotrexate-Texas Red conjugate to a dihydrofolate reductase fusion protein [92], although other systems are currently under development [93]. In general, the hybrid systems utilize traditional fluorochromes, such as fluorescein, rhodamine derivatives, and Texas Red, which enables these labels to be imaged with common laser lines and filter combinations in confocal and widefield fluorescence microscopy. The advantages of hybrid systems are greater versatility with respect to fluorescent proteins, but they remain hampered by higher background fluorescence levels and poorer contrast. Furthermore, these compounds have not yet been tested in transgenic animals and often require the receptors to be chemically reduced during labeling (i.e., cysteines). They also will not permit two different proteins in the same cell to be labeled simultaneously with different colors.

### 2.11 Quenching and Photobleaching

The consequences of quenching and photobleaching are suffered in practically all forms of fluorescence microscopy, and result in an effective reduction in the levels of emission [94, 95]. These artifacts should be of primary consideration when designing and executing fluorescence investigations. The two phenomena are distinct in that quenching is often reversible, whereas photobleaching is not [96]. Quenching arises from a variety of competing processes that induce nonradiative relaxation (without photon emission) of excited state electrons to the ground state, which may be either intramolecular or intermolecular in nature. Because nonradiative transition pathways compete with the fluorescence relaxation, they usually dramatically lower or, in some cases, completely eliminate emission. Most
quenching processes act to reduce the excited state lifetime and the quantum yield of the affected fluorophore.

A common example of quenching is observed with the collision of an excited state fluorophore and another (nonfluorescent) molecule in solution, resulting in deactivation of the fluorophore and return to the ground state. In most cases, neither of the molecules is chemically altered in the collisional-quenching process. A wide variety of simple elements and compounds behave as collisional-quenching agents, including oxygen, halogens, amines, and many electron-deficient organic molecules [96]. Collisional quenching can reveal the presence of localized quencher molecules or moieties, which via diffusion or conformational change, may collide with the fluorophore during the excited state lifetime. The mechanisms for collisional quenching include electron transfer, spin-orbit coupling, and intersystem crossing to the excited triplet state [96, 97]. Other terms that are often utilized interchangeably with collisional quenching are internal conversion and dynamic quenching.

A second type of quenching mechanism, termed static or complex quenching, arises from nonfluorescent complexes formed between the quencher and fluorophore that serve to limit absorption by reducing the population of active, excitable molecules [96]. This effect occurs when the fluorescent species forms a reversible complex with the quencher molecule in the ground state and does not rely on diffusion or molecular collisions. In static quenching, fluorescence emission is reduced without altering the excited state lifetime. A fluorophore in the excited state can also be quenched by a dipolar resonance energy transfer mechanism when in close proximity with an acceptor molecule to which the excited state energy can be transferred nonradiatively [96]. In some cases, quenching can occur through nonmolecular mechanisms, such as attenuation of incident light by an absorbing species (including the chromophore itself).

In contrast to quenching, photobleaching (also termed fading) occurs when a fluorophore permanently loses the ability to fluoresce due to photon-induced chemical damage and covalent modification (see Figure 2.10, [94–97]). Upon transition from an excited singlet state to the excited triplet state, fluorophores may interact with another molecule to produce irreversible covalent modifications. The triplet state is relatively long-lived with respect to the singlet state, thus allowing excited molecules a much longer timeframe to undergo chemical reactions with components in the environment [96]. The average number of excitation and emission cycles that occur for a particular fluorophore before photobleaching is dependent upon the molecular structure and the local environment [95–97]. Some fluorophores bleach quickly after emitting only a few photons, while others that are more robust can undergo thousands or even millions of cycles before bleaching.

An important class of photobleaching events is represented by events that are photodynamic, meaning they involve the interaction of the fluorophore with a combination of light and oxygen [98–102]. Reactions between fluorophores and molecular oxygen permanently destroy fluorescence and yield a free radical singlet oxygen species that can chemically modify other molecules in living cells. The amount of photobleaching due to photodynamic events is a function of the molecular oxygen concentration and the proximal distance between the fluorophore,
Figure 2.10 Differential photobleaching rates with synthetic fluorophores: Normal Tahr ovary (HJ1.Ov line) fibroblast cells were fixed and stained with DAPI (nuclei; (a)-(d)); Alexa Fluor 488 conjugated to phalloidin (actin cytoskeleton; (e)-(h)); and MitoTracker Red CMXRos (mitochondria; (i)-(l)). During illumination without a neutral density filter, time points were taken in 2-minute intervals using a fluorescence filter combination with bandwidths tuned to excite the three fluorophores simultaneously while also recording the combined emission signals. Note that all three fluorophores have a relatively high initial intensity, but the DAPI (b) and MitoTracker (j), intensities start to drop rapidly at 2 minutes and the MitoTracker is almost completely gone at 6 minutes (l). The Alexa Fluor 488 dye is more resistant to photobleaching and loses only about 50% intensity over the course of the timed sequence.
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Oxygen molecules, and other cellular components. Photobleaching can be reduced by limiting the exposure time of fluorophores to illumination or by lowering the excitation energy. However, these techniques also reduce the measurable fluorescence signal. In many cases, solutions of fluorophores or cell suspensions can be deoxygenated, but this is not feasible for living cells and tissues. Perhaps the best protection against photobleaching is to limit exposure of the fluorochrome to intense illumination (using neutral density filters) coupled with the judicious use of commercially available antifade reagents that can be added to the mounting solution or cell culture medium [95].

Under certain circumstances, the photobleaching effect can also be utilized to obtain specific information that would not otherwise be available. For example, in fluorescence recovery after photobleaching (FRAP) experiments, fluorophores within a target region are intentionally bleached with excessive levels of irradiation [103]. As new fluorophore molecules diffuse into the bleached region of the
specimen (recovery), the fluorescence emission intensity is monitored to determine the lateral diffusion rates of the target fluorophore. In this manner, the translational mobility of fluorescently labeled molecules can be ascertained within a very small (2 to 5 μm) region of a single cell or section of living tissue.

2.12 Conclusions

Although the subset of fluorophores that are advantageous in fluorescence microscopy is rapidly growing, many of the traditional probes that have been useful for years in widefield applications are still of little utility when constrained by fixed-wavelength laser spectral lines. Many of the limitations surrounding the use of fluorophores excited in the ultraviolet region will be eliminated with the introduction of advanced objectives designed to reduce aberration coupled with the gradual introduction of low-cost, high-power diode laser systems with spectral lines in these shorter wavelengths. The 405-nm blue diode laser is a rather cheap alternative to more expensive ion and Noble gas–based ultraviolet lasers, and is rapidly becoming available for most confocal microscope systems. Helium-neon lasers with spectral lines in the yellow and orange region have rendered some fluorophores useful that were previously limited to widefield applications. In addition, new diode-pumped solid-state lasers are being introduced with emission wavelengths in the ultraviolet, violet, and blue regions.

Continued advances in fluorophore design, dual-laser scanning, multispectral imaging, endoscopic instruments, and spinning disk applications will also be important in the coming years. The persistent problem of emission crossover due to spectral overlap, which occurs with many synthetic probes and fluorescent proteins in multicolor investigations, benefits significantly from spectral analysis and deconvolution of lambda stacks. Combined, these advances will dramatically improve the collection and analysis of data obtained from complex fluorescence experiments in live-cell imaging.
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CHAPTER 3

Overview of Image Analysis Tools and Tasks for Microscopy

Jelena Kovačević and Gustavo K. Rohde

The advent of fluorescent proteins, together with the recent development of advanced high-resolution microscopes, have enabled scientists to probe the intricate structure and function of cells and subcellular structures with unprecedented accuracy and specificity. Imaging experiments have become the main source of data for biologists to test and validate hypotheses related to basic cellular and molecular phenomena. Computational methods for automated interpretation and information extraction from biological images have augmented the impact of imaging experiments and are quickly becoming a valuable extension of the microscope. Such studies have long been a major topic of biomedical research (see, for example, [1]), and the recent advances in microscopic image acquisition systems as well as sophisticated image processing algorithms indicate that this is a trend likely to continue [2, 3].

We present a brief overview of computer-aided image analysis tools and tasks for microscopy. While the tasks and applications we discuss are those currently needed in the field, the algorithms used to perform them are not often state of the art. Thus, our aim is to introduce the reader to the modern tools of signal processing and data mining for microscopy, highlighting opportunities for innovative research in the area. Some recent accomplishments can be found in the special issue of the Signal Processing Magazine on molecular and cellular bioimaging [4].

The overview of the system we discuss is given in Figure 3.1. We begin by reviewing a system-level approach that summarizes the physical aspects of acquisition described in Chapter 1 (the first two blocks in the figure, PSF and A/D conversion). Important features and artifacts of imaging acquisition systems such as sampling, blurring, and noise are briefly discussed in connection with traditional and modern techniques for automated artifact removal and information extraction (the blocks of denoising, deconvolution, and restoration in the figure). The chapter is structured around mathematical tools currently used, as well as some that are not, but have the potential for high impact in automated biological image analysis. We conclude the chapter by covering various image processing and analysis tasks needed in microscopy in the order they appear in a real system, starting with registration and mosaicing, followed by segmentation, tracing and tracking, and finally data modeling, analysis, and simulation (the last three blocks in the figure). The main aim of this chapter is to provide a concise overview of the state-of-the-art tools and algorithms for computer-aided extraction of quantitative information from images, in the hope that they become state-of-the-art tools in microscopy as well.
Figure 3.1 A conceptual pipeline. The specimen is imaged using any of today’s microscopes, modeled by the input image \( f(v) \) passing through the blocks of PSF (properties of the microscope, described by convolution with \( h(v) \)) and A/D conversion (analog-to-digital conversion, effects of sampling and digitization together with uncertainty introduced by various sources of noise), producing a digital image \( g_n \). That digital image is then restored either via a denoising followed by deconvolution, or via joint denoising/deconvolution, producing a digital image \( \hat{f}_n \). Various options are possible: the image could go through a registration/mosaicking processing producing \( r_n \), segmentation/tracing/tracking producing \( s_n \), and finally a data analysis/modeling/simulations block with the output \( y_n \). At the input/output of each block, one can join the pathway to either skip a block or send feedback to previous block(s) in the system. (Images courtesy of K. N. Dahl.)

3.1 Image Analysis Framework

We first set up the framework in which we will examine digital images arising from typical microscopes (widefield, confocal, and others). As terms themselves can lead to confusion, we note the following: The term “digital image” typically refers to a continuous-domain image that has been both discretized (that is, sampled on a discrete grid), as well as digitized (that is, the intensity has been quantized for digital representation). Further, in the signal processing literature, “time” is often used to denote the image domain, although strictly speaking the domain of images...
can be space, time, channels, and so on. Therefore, to avoid confusion, when speaking of the types of domains, we will refer to them as continuous domain and discrete domain (we will, however, keep the standard nomenclature, such as discrete-time Fourier transform, time frequency, and so on).

Without discretization, the result of imaging an object (specimen) would be a continuous-domain image. We introduce images (both continuous-domain as well as discrete-domain) as vectors in Hilbert spaces and acquisition/imaging systems as transformations from one Hilbert space into another. Most of these will be linear and can transform one continuous-domain image into another (continuous-domain filtering), a continuous-domain image into a discrete-domain one (analog-to-digital conversion (A/D)), or a discrete-domain image into a discrete-domain one (discrete-domain filtering). We will discuss all three of these in what follows. Again, a conceptual view of the whole system is given in Figure 3.1. An excellent reference text on foundations of image science is [5].

3.1.1 Continuous-Domain Image Processing

What we usually call a microscope image is an already acquired and thus discrete-domain data set, which we refer to from now on as a digital image. Since ultimately, what we really want to understand, analyze, and interpret are the biological characteristics of the underlying specimen, we must first understand the continuous-domain image at its root. While we should distinguish between the specimen and the image of the specimen, from now on we will assume that the continuous-domain image of the specimen is the ground truth.

3.1.1.1 Framework

We will denote such an image as \( f(x,y,z,t,c) \), where \( x, y \) are the two spatial dimensions in the focal plane of the objective, \( z \) is the third spatial dimension perpendicular to the focal plane, \( t \) is the time dimension in case of time-lapse imaging, and \( c \) denotes multiple channels. (Not all the dimensions are present in every case.) To make matters even simpler, we introduce a vector \( v = (x,y,z,t,c) \) that will allow us to add other dimensions to the vector if needed. The number of dimensions is denoted by \( d \) (five in this case). The image \( f(v) \) appears as the input to the system in Figure 3.1.

Very often, the value of \( f(v) \) is scalar—for example, \( f(v) \) could denote the intensity. It is also possible for \( f(v) \) to be vector valued, as in the case of color. For example, at any point in space and time, \( f(v) \) could be given in one of the standard, three-variable color models such as RGB, YUV, and HSV. We will keep the notation the same regardless of whether \( f(v) \) is scalar or vector valued; its meaning will be obvious from the context. For example, \( f(x,y) \) is typically called a 2-D slice, \( f(x,y,z) \) a z-stack, and \( f(x,y,t) \) a 2-D time series, while \( f(x,y,z,t) \) is a 3-D time series. In all these cases, the value can be either scalar or vector. For example, \((r(x,y),g(x,y),b(x,y)) = f(x,y)\) is an RGB 2-D slice.

While in reality the domain of \( f \) is finite (that is, the domains of \( x,y,z,t,c \) are all of finite support), the domain of such images is often assumed to be infinite for ease of explanation. For example, while we might be imaging a specimen of finite
size 100 μm × 100 μm in the focal plane, we might use the tools that assume that the domain is infinite. This is also done to avoid more cumbersome tools operating on a finite domain (such as the circular convolution), although these tools have become standard as well.

3.1.1.2 Deterministic Versus Stochastic Description

For now, we limit ourselves to the deterministic treatment of images and transformations between them. The issues of randomness and uncertainty, such as those found when noise is present, will be discussed later.

3.1.1.3 Linear-Shift Invariant Systems and Point Spread Functions

Given an image \( f(v) \), we may model the effect of the acquisition system on it as the operator \( H[\cdot] \), resulting in \( x(v) = H[f(v)] \) (see Figure 3.1), where \( H \) is in general nonlinear. In image processing, \( H \) is termed a filter, and in practice, we most often assume that \( H \) is linear. In other words, an imaging, or acquisition, system is a linear transformation from one Hilbert space into another.

Another important property of filters is shift invariance. A system/filter is called \textit{shift invariant} if, given the input/output pair \((f(v), x(v))\), the output of the system with the shifted input \( f(v - v_0) \) is a shifted output \( x(v - v_0) \). Combining the properties of linearity and shift invariance gives rise to \textit{linear shift-invariant (LSI)} systems; analysis is the simplest when the system is LSI. For an LSI system, the operation of the filter on the image is described by \textit{convolution}, denoted by \( \ast \); given that each image \( f(v) \) can be written as

\[
f(v) = \int f(r) \delta(v - r)dr
\]  

where \( \delta(v) \) is the Dirac pulse, the filtered image is given by

\[
x(v) = H \left[ \int f(r) \delta(v - r)dr \right] = \int f(r)H[\delta(v - r)dr]
\]

\[
= \int f(r)h(v - r)dr = (h \ast f)(v)
\]  

Here, we have defined the \textit{impulse response} or \textit{point spread function (PSF)} of an LSI system \( h(v) \) as the output of the system to the input, which is a Dirac pulse \( \delta(v) \). Note that the PSF is typically assumed to be positive, while this is not necessarily true for the impulse response.

3.1.1.4 The Fourier View

Because of the cumbersome form of the convolution, when analyzing images, one often resorts to using the \textit{Fourier transform (FT)}, as the convolution becomes multiplication in the Fourier domain. For certain classes of images, the FT finds the harmonic content of the image, or, in other words, it tries to represent the image as a sum of sinusoids. Figure 3.2 shows a few examples of simple and more complex harmonic signals.
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Figure 3.2 Example images. (a) Simple 1-D sinusoidal image: \( f(x,y) = \sin(\pi/50)x \). (b) 2-D sinusoidal image of low frequency: \( f(x,y) = \sin(\pi/10)x\sin(\pi/10)y \). (c) 2-D sinusoidal image of high frequency: \( f(x,y) = \sin(\pi/10)x\sin(\pi/10)y \). (d) 2-D sinusoidal image of different frequencies in the two directions: \( f(x,y) = \sin(\pi/50)x\sin(\pi/10)y \). (e) 2-D image obtained as a sum of two frequencies in two directions: \( f(x,y) = \sin(\pi/50)x\sin(\pi/10)y + \sin(\pi/14)x\sin(\pi/20)y \). (f) General image.

The FT of \( f(v) \) is given by (we follow the convention of using lowercase letters for the image data in the original domain, and uppercase ones for the same in the Fourier domain):

\[
F(\omega) = \int_{\mathbb{R}^d} f(v)e^{-j\omega^T v} dv
\]

(3.3)

where \( \omega, v \) are vectors in general. For a 2-D signal, (3.3) reads

\[
F(\omega_1, \omega_2) = \int_{\mathbb{R}^2} f(v_1, v_2)e^{-j(\omega_1 v_1 + \omega_2 v_2)} dv_1 dv_2
\]

Using (3.3) on the convolution expression (3.2), we obtain that the FT of \( x(v) = (h * f)(v) \) is \( X(\omega) = H(\omega)F(\omega) \). The FT is valid assuming our signals belong to the space of square-integrable functions, \( L^2(\mathbb{R}) \). If a signal is periodic (that is, if it lives on a circle) then the appropriate FT is called Fourier series (FS).

3.1.1.5 What This Means in Practice

In practice, the system we refer to in the impulse response of the system or PSF is the microscope itself; thus, \( h \) represents the optical properties of the microscope (with \( h \) positive). Knowing these properties allows us to determine the PSF and thus, if necessary, reverse the effects of the imaging system on the image itself (remember, our goal is to have access to as “pure” a version of our specimen image \( f(v) \) as possible). This is depicted in Figure 3.1, where the input is \( f(v) \), and the output is the filtered version \( x(v) \).
3.1.2 A/D Conversion

While it is clear that if it were possible, the underlying image would have most of its parameters continuous in nature (space and time at least), it is also intuitively clear that this is not the output of a microscope. The reason for this is that there is a minimum distance at which the responses from two separate points in the sample can be distinguished. This minimum distance leads to the notion of resolution in microscopy, somewhat different from the same term applied in signal processing (where it denotes the amount of information present in a signal).

Sampling, or discretization, can be performed without loss of information, if enough samples are taken to represent the continuous-domain image faithfully. Intuitively, this means that the continuous-domain image cannot “vary” too much as it would require too many samples to represent it well (that is, it must be somewhat “smooth”). This can be mathematically made precise by saying that if the continuous-domain image $x(v)$ is bandlimited (that is, if its FT is zero above a certain frequency, $|X(\omega)| = 0$, for $|\omega| > \omega_m$), then it can be reconstructed from its samples taken at twice the maximum frequency $\omega_s = 2\omega_m$. This is known under various names, such as Shannon sampling theorem [6]. The resulting samples are $x_n = x(\mu n)$, where $n \in \Omega_s \subset \mathbb{Z}^d$ is a set of index coordinates (for example, pixels when $d = 2$ or voxels when $d = 3$), and $\mu \in \mathbb{R}^d$ collects the sampling steps in each dimension. The original image $x(v)$ can then be reconstructed from $x_n$ via

$$x(v) = \sum_{n \in \Omega_s} x_n \prod_{i=1}^d \text{sinc}_{\mu_i}(v_i - n_i\mu_i)$$

(3.4)

where the sinc function is given as $\text{sinc}_{\mu_i}(v_i) = \sin(\pi v_i/\mu_i)/(\pi v_i/\mu_i)$.

Continuous-domain images are rarely truly bandlimited, and, thus, filtering is first performed to bandlimit the image before sampling, resulting in $x(v) = (h * f)(v)$. This, in turn means that the filtered image $x(v)$ can be recovered perfectly from its samples $x_n$, though not the original one, $f(v)$. In practice, however, several issues (for example, noise, limited field of view) complicate the procedure, and algorithms to recover a good estimate of $x(v)$ depend on many more assumptions to be detailed later in this chapter.

One way to account for various sources of uncertainty is to introduce the probability of observing the value $\alpha_n$ at coordinate $n$; this probability can be expressed as $\mathcal{P}(\alpha_n; x_n)$, where $\mathcal{P}(\cdot)$ is a probability model that accounts for the uncertainty introduced due to noise in several steps during discretization. As is the case with most photon detection-based instruments, the primary source of uncertainty introduced is due to photon counting noise, where $\mathcal{P}$ is given by a Poisson distribution:

$$\mathcal{P}(\alpha_n; x_n) = \frac{x_n^{\alpha_n} e^{-x_n}}{\alpha_n!}$$

(3.5)

Although photon-detection instruments are inherently limited by Poisson noise, photon counting effect is not the only source of uncertainty in the image. Other artifacts such as thermal noise and digitization noise (uncertainty introduced by storing only a certain number of bits to describe each pixel value) also play a role, and the overall probability model is more likely to be a mixture of several sources.
of uncertainty. This is modeled in Figure 3.1 by the A/D block, where the input is the image \( x(v) \), and the output, instead of being just a simple sampled version of the input \( x_n \), is given as \( g_n = \beta(x(v), \text{noise}) \).

### 3.1.3 Discrete-Domain Image Processing

#### 3.1.3.1 Framework

As we have seen, after A/D (discretization/digitization), the resulting image is \( g_n \), with \( n = (n_1, \ldots, n_d) \). For example, a gray-scale 2-D time series with \( N_3 \) 2-D slices of size \( N_1 \times N_2 \), will be denoted as \( g_{n_1,n_2,n_3} \), where \( n_1 \) and \( n_2 \) are two spatial coordinates with domains \( n_1 = 0, \ldots, N_1 - 1 \), \( n_2 = 0, \ldots, N_2 - 1 \), and \( n_3 \) is the time coordinate with domain \( n_3 = 0, \ldots, N_3 - 1 \).

We stress an important point: Assume, for simplicity, we deal with a digital image \( g_{n_1,n_2} \) (that is, just a single 2-D slice). One can look at this image in two ways:

1. The domain of \( n = (n_1, n_2) \) is infinite (that is, \( n \in \mathbb{Z}^2 \)). We then assume that the image is of finite energy, written as \( g_n \in \ell^2(\mathbb{Z}^2) \), and is a set of \( N_1 \times N_2 \) nonzero values in the plane. In this case, the discrete-time FT will be used (introduced in a moment) and the result of a convolution gives support larger than the one with which we started.

2. The domain of \( n = (n_1, n_2) \) is finite (that is, \( n_1 = 0, \ldots, N_1 - 1 \), and \( n_2 = 0, \ldots, N_2 - 1 \)). The image is of finite energy by construction. In other words, we assume that the digital image exists only on a discrete grid of size \( N_1 \times N_2 \). That also means that the convolution used is the circular convolution, which preserves the domain, and the appropriate Fourier transform is the discrete Fourier transform (also introduced in a moment).

While this distinction might seem unimportant, it has great consequences on the machinery we use.

#### 3.1.3.2 Linear Shift-Invariant System and Digital Filters

Similarly to what was shown in continuous domain, most of the time we deal with LSI systems—filters. For the discrete domain, these filters can model the effects after A/D (discretization/digitization) or can be additional digital filters applied to achieve a certain effect. Their operation on a discretized signal \( g_n \) can be described via convolution again as

\[
(a * g)_n = \sum_m g_m a_{n-m}
\]  

(3.6)

Note that we use the same symbol \(*\) for both continuous-domain as well as the discrete-domain convolution; the meaning is clear from the context. In signal processing, when the the domain of the digital image is finite (as it is in practice, see our earlier comment), one often uses the circular convolution, which preserves the domain. In other words, while the convolution as defined in (3.6) produces a larger image as the result of filtering (how much larger depends on the filter), the circular
convolution produces the image of the same size. These various convolutions may seem confusing and cumbersome; in fact, mathematically, one is able to deal with this problem in a unified way by defining the spaces of signals and filters, and then deriving the appropriate forms of convolution as well as the FT [7]. While that treatment is beyond the scope of this introduction, the interested reader is encouraged to look up [7] for more details.

3.1.3.3 The Fourier View

Similarly to what was done in continuous domain, we often use the Fourier machinery to analyze digital images. As explained previously, one must distinguish between images for which we assume the domain is infinite (yet with only a finite number of nonzero values) from those whose domain is finite (which is the case in practice). As we have seen, the convolution in these two instances is different; so is the FT. Without going into mathematical details, we just give those two versions of the FT. Again, here we use the standard nomenclature for the FT using time as the domain, although the domain of images is space; this is done to avoid confusion when looking up relevant literature. To make matters simple, we give below 1-D versions:

**Discrete-Time Fourier Transform (DTFT)**

\[
F(e^{j\omega}) = \sum_{n \in \mathbb{Z}} f_n e^{-j\mu\omega n} \quad \leftrightarrow \quad f_n = \frac{\mu}{2\pi} \int_{-\pi/\mu}^{\pi/\mu} F(e^{j\omega}) e^{j\mu\omega n} d\omega \quad (3.7)
\]

**Discrete Fourier Transform (DFT)**

\[
F_k = \sum_{n=0}^{N-1} f_n W_N^{-nk} \quad \leftrightarrow \quad f_n = \frac{1}{N} \sum_{k=0}^{N-1} F_k W_N^{nk} \quad (3.8)
\]

with \( W_N = e^{2\pi j/N} \). For example, for images, the 2-D DFT would have the form

\[
f_{n_1, n_2} = \frac{1}{N_1 N_2} \sum_{k_1=0}^{N_1-1} \sum_{k_2=0}^{N_2-1} F_{k_1, k_2} W_{N_1}^{-k_1 n_1} W_{N_2}^{-k_2 n_2}
\]

3.2 Image Analysis Tools for Microscopy

The aim in this section is to give an overview of tools, both those that are currently used as well as those we believe would be useful for solving imaging tasks in microscopy (see Section 3.3). As a plethora of such tools exist, we give a brief overview of only a subset of well-established methods for image analysis and synthesis using both predetermined vectors (functions) as well as vectors automatically learned from data. Other important image processing and data analysis tools applicable to microscopic image analysis include pattern recognition and machine learning methods for clustering and classification [8], as well as statistical signal processing methods for detection and estimation [9, 10].
3.2.1 Signal and Image Representations

Signal representations (signal being a microscope image in this case) aim to represent a signal in a different domain so that its salient characteristics might become obvious in that domain. For example, a simple image that is a sum of two different frequencies in horizontal and vertical directions might be difficult to interpret in the original/image domain (see Figure 3.2(e)), while its harmonic content is immediately obvious in the Fourier domain (having two single nonzero coefficients).

It is useful to consider signal/image representations in a more general framework; then, many of the tools we discuss are just specific instantiations of that framework (see [11, 12] for more details). Signals are usually assumed to “live” in a Hilbert space. Hilbert spaces are those spaces in which we are allowed to manipulate signals (add, multiply by a constant), measure them, compute inner products, and so on. We are also allowed to represent our signals in terms of bases (nonredundant representations) or frames (redundant representations). These representations are typically written as

\[ g = \sum_{i \in I} G_i \varphi_i \]  

(3.9)

where \( I \) is some index set, \( \varphi_i \) are basis/frame elements belonging to \( \Phi \), and \( G_i \) are called transform coefficients (subband, Fourier or wavelet, in case of specific transforms). Mathematically, \( G_i \varphi_i \) is the projection of the signal onto the space spanned by \( \varphi_i \) and \( G_i \) is the value of that projection. \(^1\) That projection is computed as

\[ G_i = \langle \tilde{\phi}_i, g \rangle \]  

(3.10)

where \( \tilde{\phi}_i \) form what is usually called a dual basis/frame \( \tilde{\Phi} \).

The difference between bases and frames is that in the case of frames, there are more vectors than needed to represent a particular signal, making it a redundant representation. For example, any vector in a plane can be uniquely represented by two projections onto two noncolinear lines (subspaces). Projecting onto yet another line will not destroy the representation property; it will just make it redundant.

3.2.1.1 Matrix View

It is possible to look at signal expansions using linear operators/matrices, offering a more compact, and very often a more easily understood, way of looking at representations. Equation (3.10) can be rewritten as

\[ G = \tilde{\Phi}^* g \]  

(3.11)

\(^1\) We are not being entirely rigorous here, as for infinite-dimensional spaces, bases have to be defined with some care; we gloss over those subtleties in this treatment.
where \( g \) is now a vector containing the input signal, \( G \) is the vector of transform coefficients and \( \Phi \) is the matrix containing the dual basis/frame vectors as its columns. Then, (3.9) can be written as:

\[
g = \Phi^* g \tag{3.12}
\]

from where it is obvious that for this to be a valid representation, \( \Phi \Phi^* \) must be an identity. For bases, \( \Phi \) and \( \Phi \) are square and \( \Phi = (\Phi^*)^{-1} \), while for frames, the frame \( \Phi \) and the dual frame \( \Phi \) are both rectangular.

### 3.2.1.2 Spaces We Consider

For ease of notation, we will keep our discussion in 1-D; extensions to more than one dimension are most often obtained by separate application of 1-D concepts to each dimension in turn (Kronecker product).

Standard and most intuitive spaces with which we deal are real/complex Euclidean spaces \( \mathbb{R}^N \) and \( \mathbb{C}^N \). In these spaces, signals are considered to be vectors of finite length \( N \), and the inner product is the standard component-wise product. Then the index set \( I \) is just the set \( I = \{1, \ldots, N\} \).

In discrete-time signal processing we deal almost exclusively with sequences \( g \) having finite square sum or finite energy, where \( g = (\ldots, g_{-1}, g_0, g_1, \ldots) \) is, in general, complex-valued. Such a sequence \( g \) is a vector in the Hilbert space \( \ell^2(\mathbb{Z}) \).

### 3.2.1.3 Orthonormal Bases

In the case of nonredundant representations, when \( \Phi^* = \Phi \), and thus \( \Phi \Phi^* = I \), we deal with orthonormal bases (ONBs). Both projection and reconstruction are performed using the same set of basis vectors \( \Phi \). Many properties hold for orthonormal bases.

**Orthonormality of Basis Vectors**

Since \( \Phi^* = \Phi \), \( \langle \varphi_i, \varphi_j \rangle = \delta_{i-j} \) (that is, basis vectors are orthonormal).

**Projections**

A characteristic of orthonormal bases allowing us to approximate signals is that an orthogonal projection onto a subspace spanned by a subset of basis vectors, \( \{\varphi_i\}_{i \in J} \), where \( J \) is the index set of that subset is \( P g = \sum_{i \in J} \langle \varphi_i, g \rangle \varphi_i \) (that is, it is a sum of projections onto individual one-dimensional subspaces spanned by each \( \varphi_i \)). Beware that this is not true when \( \{\varphi_i\}_{i \in J} \) do not form an orthonormal system.

**Parseval’s Equality**

The Parseval’s equality is simply the norm-preserving property of ONBs. In other words,

\[
\|g\|^2 = \sum_{i \in I} |\langle \varphi_i, g \rangle|^2 = \sum_{i \in I} |G_i|^2 \tag{3.13}
\]
Least-Squares Approximation

Suppose that we want to approximate a vector from a Hilbert space by a vector lying in the subspace $S = \{\phi_i\}_{i \in J}$. The orthogonal projection of $g$ onto $S$ is given earlier by $Pg$. The difference vector $d = g - \hat{g}$ satisfies $d \perp S$. This approximation is best in the least-squares sense (that is, $\min \|g - y\|$ for $y$ in $S$ is attained for $y = \sum_i G_i \phi_i$ with $G_i = \langle \phi_i, g \rangle$ being the expansion coefficients). In other words, the best approximation is our $\hat{g} = Pg$. An immediate consequence of this result is the successive approximation property of orthogonal expansions. Call $\hat{g}^{(k)}$ the best approximation of $g$ on the subspace spanned by $\{\phi_1, \phi_2, \ldots, \phi_k\}$. Then the approximation $\hat{g}^{(k+1)}$ is given by $\hat{g}^{(k+1)} = \hat{g}^{(k)} + \langle \phi_{k+1}, g \rangle \phi_{k+1}$ (that is, the previous approximation plus the projection along the added vector $\phi_{k+1}$).

Note that the successive approximation property does not hold for nonorthogonal bases. When calculating the approximation $\hat{g}^{(k+1)}$, one cannot simply add one term to the previous approximation, but has to recalculate the whole approximation.

3.2.1.4 Tight Frames

In case of redundant representations, when $\tilde{\Phi} = \Phi$, and thus $\Phi \Phi^* = I$, we deal with Parseval tight frames (PTFs) (when $\Phi \Phi^* = cI$, the frame is tight). Both projection and reconstruction are performed using the same set of frame vectors $\Phi$ (albeit possibly scaled). Note, however, that while for bases, $\Phi^* \Phi = I$ as well, this is not the case for frames. Orthonormality of frame vectors does not hold anymore as the vectors are not linearly independent, but a generalized sort of Parseval’s equality still holds ($\|g\|^2 = c \sum_{i \in I} |G_i|^2$, with $c = 1$ for PTFs). More details on frames can be found in [11, 12].

3.2.1.5 How to Choose the Right Representation

From what we have described here, we have the option of choosing the nonredundant/redundant representation and then orthonormal/general for bases and tight/general for frames. Even once one of these four options is chosen, we are still left with the task of choosing the specific basis/frame elements. Fortunately, choices abound, and we now present some of those.

3.2.1.6 Time-Frequency Considerations

One of the often-used criteria when choosing basis functions is how well they can represent certain local events in the original domain (space for images) as well as frequency. For example, a pure sinusoid is considered a perfectly local event in frequency, while a Dirac pulse is a perfectly local event in time (original domain). To see how a specific representation localizes in time (original domain) or frequency, one typically uses a conceptual tool called time-frequency plane (see Figure 3.3 for examples). Consider any of the three bottom diagrams. Each has time (original domain) on the horizontal axis and frequency on the vertical. The tiles represent the time-frequency distribution of the energy of the basis functions of the corresponding transform. For example, in the DFT, the tiles are all rectangles.
splitting the frequency into pieces, but going over all time. This is because the basis functions for the DFT cover all time but only pieces of frequency. Thus, one can see that the DFT will work well to isolate events local in frequency but will not isolate those local in time.

3.2.2 Fourier Analysis

When one is interested in the harmonic content of a signal, Fourier analysis is the tool of choice. The reason for this is that the representation functions are sinusoids (complex exponentials).

3.2.2.1 Fourier Bases

Let us see how the Fourier view from the previous section fits into the representation framework we just introduced. We do this by looking at the DFT as a signal expansion (this is a short version of the same example in [11]), which, while ubiquitous, is rarely looked upon as a signal expansion or written in matrix form. The

Figure 3.3 Energy distribution of a simple low-frequency signal with a Dirac pulse using different bases: DFT, Gabor, and DWT.
The easiest way to do that is to write the reconstruction expression (3.8) in matrix notation as

\[
g = \frac{1}{N} \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & W_N & \cdots & W_N^{N-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & W_N^{N-1} & \cdots & W_N
\end{bmatrix}
\begin{bmatrix}
G_0 \\
G_1 \\
\vdots \\
G_{N-1}
\end{bmatrix} = \text{DFT}_N \Phi \text{DFT}_N^{-1} \text{DFT}_N g
\]

The DFT matrix defined here is not normalized—that is, \((1/N)(\text{DFT}_N \Phi \text{DFT}_N^*) = I\). If we normalized this matrix by \(1/\sqrt{N}\), the DFT would exactly implement an orthonormal basis. The decomposition formula (3.8) in matrix notation becomes:

\[
G = \text{DFT}_N^* \text{DFT}_N g
\]

The advantage of looking at the DFT in matrix form is that its operation now becomes “visual,” and projections onto the corresponding subspaces are easily seen. For example, for \(N = 2\), the DFT would project onto a space with “smooth” signals (averaging) as well as the space of “detail” signals (differencing). One can also see that each of the coefficients will extract a specific range of “frequencies” from the signal (that is, it will measure how “wiggly” the signal is). An important point about the Fourier analysis is that while it extracts perfectly the frequency content of the signal, the local events in the original domain (for example, a spike in 1-D or edge in 2-D) are diluted over the whole frequency domain as each basis function will capture those local events. This is one of the reasons other techniques, such as wavelets, are used, where a trade-off between frequency and original domain localization can be achieved.

### 3.2.2.2 Fourier Frames

Similarly to Fourier bases, Fourier frames exist. They are known under the name harmonic tight frames (HTFs) and are obtained by projecting a Fourier basis from a larger space onto a smaller one. For example, given a DFT of size \(M \times M\), we can obtain an HTF of size \(N \times M\), with \(N < M\), by deleting columns of the DFT. These representations possess similar properties to the DFT, except that they are redundant. As HTFs are possible for any combination of \(M, N\), any redundancy can be achieved and the choice is governed by the application. More details on these frames can be found in [12].

### 3.2.3 Gabor Analysis

While the Fourier-type tools are best used on signals that are reasonably smooth, as that global behavior will be captured in the frequency domain, they are not appropriate for nonstationary signals. A classic example is that of a signal consisting of a sinusoid and a Dirac pulse. The sinusoid is captured by the Fourier tools, while the Dirac pulse is spread over all frequencies and its location is lost (see Figure 3.3, DFT). One way to deal with the problem is to window the Fourier basis functions so that just those with the support over the Dirac pulse will contain information
about it; all the other basis functions will not overlap and will thus contain no information about it. This leads to the Gabor transform (GT) (also called short-time Fourier transform (STFT)), which is pictorially shown in Figure 3.3, Gabor. Thus, upon observing that the coefficients corresponding to the basis functions with support coinciding with the support of the Dirac pulse contain more energy, one can conclude that the location of the Dirac pulse is somewhere within the range of that window (the window is shifted along the original axis to cover the entire original domain). This method still suffers from the problem that the “zoom” factor of the analysis, or how finely we can pinpoint the Dirac pulse, depends on the choice of the window. One can write the same equations as (3.14) and (3.15):

\[ g = GTG, \quad GT = W\text{DFT}_N \]
\[ G = GT^*g \]

where the GT is obtained by windowing the DFT by \( W \). The window \( W \) is a diagonal matrix with window elements along the diagonal. Since the window multiplies the \( \text{DFT}_N \) on the left, it multiplies each DFT basis function in turn. The window \( W \) is typically chosen to be a symmetric lowpass filter.

### 3.2.4 Multiresolution Analysis

The wavelet transform (WT) and the discrete wavelet transform (DWT) arose in response to the problems the GT could not solve. The answer came as a tool with short basis functions at high frequencies together with long basis functions at low frequencies. As such, the WT is just the tool to tackle the earlier example (see Figure 3.3, DWT). Unlike the DFT and GT, which both have fixed basis functions, the WT (or DWT) allows for different families with the same time-frequency tiling as in the figure. These are obtained by choosing different template wavelets and then forming the whole basis from the template by shifts and dilations. While the DWT is an appropriate tool for this problem, it does not do so well if the frequency of the sinusoid is high, as then the position of the Dirac pulse cannot be distinguished in the high frequencies. Multiresolution (MR) techniques encompass a whole set of tools allowing for a rather arbitrary division of the time-frequency plane to match the signal at hand, including the one we just mentioned. As such, the DFT as well as the GT become subcases of it, with specific tilings.

#### 3.2.4.1 Implementing MR Transforms Using Filter Banks

These various MR transforms are implemented using filter banks (FBs), signal processing devices that split the frequency spectrum into parts. The basic frequency splitting is achieved through filtering and sampling, while reconstruction is done in the reverse direction, upsampling and filtering again. The analysis filter bank maps the signal into transform coefficients (also called subbands) as in (3.10) or (3.11), while the synthesis filter bank reconstructs the original signal from those, as in (3.9) or (3.12).
3.2.4.2 Discrete Wavelet Transform

The DWT achieves the tiling as in Figure 3.3, DWT, by iterating two-channel FBs on the lowpass (smoothing, coarse) channel. The number of iterations determines the number of leaves of the DWT (or any MR transform) as well as the level of coarseness at the last level (the more levels, the coarser). The actual filters used determine the basis functions are many: well-known families are Haar, Daubechies and Coiflets [6, 13, 14]. Depending on the basis functions used, we can have ONBs or general bases (Haar and Daubechies are ONBs, Coiflets are general bases with symmetries). For example, the three-level Haar DWT is given by the following matrix:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & -1 & -1 \\
1 & 1 & -1 & -1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

where \( C \) is a diagonal matrix of constants, \( C = \text{diag}(1/\sqrt{2}, 1/\sqrt{2}, 1/\sqrt{2}, 1/\sqrt{2}, 1/2, 1/2, 1/4, 1/4) \), needed to make the DWT an ONB. Many others are possible leading to different values in the (3.18) matrix (assuming three levels).

3.2.4.3 Wavelet Packets and Variations

As one could have split the coarse channel again, one could have done it with the highpass as well. Thus, one can obtain arbitrary trees, anywhere from a full tree with \( J \) levels corresponding to a \( 2^J \) GT, to a DWT with \( J \) levels, to an arbitrary tree with \( J \) levels (called wavelet packet (WP)).

One can also split the frequency range into \( N \) channels immediately, getting the DFT as a subcase. By splitting the \( N \)-channel filter bank further in any of these ways, one obtains an even more arbitrary tiling of the time-frequency plane.

3.2.4.4 Recommendations

The first goal in choosing one of these transforms is getting the one to represent the signal the best. In other words, the first concern should be matching the transform to the time-frequency distribution of the underlying signal (image). After that has been done successfully, the choice of particular filters and such may be attempted. However, choosing the appropriate transform is not easy; the idea behind WP is to grow a full tree and then prune back given a cost function, which might not be readily available. For example, in compression, people use the number of bits; thus, if pruning the tree at a particular branch leaves us with fewer bits, we do it; otherwise, we do not. Most often, we do not have an appropriate cost function, as was the case in [15], where the authors solved the problem by assigning weights to all the nodes in the tree. Then, the cost function is implemented implicitly; low
weights mean pruning of the branch, while high weight means the branch is kept. Many of these issues are discussed in [6].

3.2.5 Unsupervised, Data-Driven Representation and Analysis Methods
Except for the WP, the techniques described here use a predetermined set of vectors (functions) to represent signals and images. Alternatively, representation schemes can be built based on any available training data using automated learning approaches, an area of intense research. We now briefly review examples of data-driven representation and analysis methods, beginning with the principal component analysis (PCA) technique. Many more works for dimensionality reduction and data analysis exist (see, for example, [16, 17]), but for brevity these are not reviewed here.

3.2.5.1 PCA
PCA is a method for reducing the dimensionality of a data set by finding a projection of the original set of vectors \( \{g_1, \ldots, g_M\} \), onto a lower-dimensional space, optimal in a mean-square (MS) sense. Assume that the dimensionality of the original space is \( N \) (that is, each \( g_i \in \mathbb{R}^N \)) and that we want to reduce the dimensionality to \( L \), with \( L \leq N \). PCA accomplishes this task by finding an \( L \)-dimensional ONB \( \Phi = \{\varphi_1, \ldots, \varphi_L\} \), such that the error of the approximation between the original vectors and their approximations is minimized in the MS sense. In \( \Phi \), the projections of the original vectors are expressed as:

\[
\hat{g}_i = m + \sum_{k=1}^{L} \alpha_{k,i} \varphi_k, \quad i = 1, \ldots, M
\]  

(3.19)

where \( m = (1/M) \sum_{i=1}^{M} g_i \) is the sample mean. We now find \( \varphi_k, k = 1, \ldots, L \), such that

\[
\mathcal{E}(\varphi) = \sum_{i=1}^{M} \left\| m + \sum_{k=1}^{L} \alpha_{k,i} \varphi_k - g_i \right\|_2
\]  

(3.20)

is minimized. It is fairly simple to prove [18], that the solution is found as the \( L \) eigenvectors \( \varphi_k \), \( k = 1, \ldots, L \), corresponding to the \( L \) largest eigenvalues of the so-called scatter matrix (sample covariance):

\[
S = \frac{1}{M} \sum_{i=1}^{M} (g_i - m)(g_i - m)^T
\]  

(3.21)

The coefficients \( \alpha_{k,i} \) are the values of the projections—that is, they are given by

\[
\alpha_{k,i} = \langle g_i, \varphi_k \rangle
\]  

(3.22)

The eigenvectors \( \varphi_k \) can provide meaningful geometric insight into the distribution from which the samples \( g_i, i = 1, \ldots, M \), were drawn. The first eigenvector \( \varphi_1 \) is the one for which the squared energy of the projection is maximum. The second
eigenvector $\varphi_2$ is the one whose energy is also maximum, but it is constrained to be orthogonal to the first, and so on. Although PCA was originally developed as a statistical data analysis technique, modern uses of it include finding optimal linear subspaces for representing image data.

It is worth noting that while the terms Karhunen-Loève (KL) and PCA are often used interchangeably in the literature, a distinction can be made in that PCA refers to the diagonalization of the sample covariance matrix, while KL refers to the diagonalization of an ensemble covariance matrix.

3.2.5.2 ICA

The PCA framework is simple, efficient to compute, and extensively used in signal and image processing as well as general data analysis applications. While PCA finds orthogonal directions that best represent the data in the MS sense, independent component analysis (ICA) [19,20] finds directions that are most independent from each other. When the underlying distribution for the data is a multivariate Gaussian one, the coefficients $\alpha_k$ are uncorrelated and therefore independent. If the underlying data does not originate from a multivariate Gaussian distribution, correlation does not imply statistical independence, and approximately independent coefficients may be obtained using ICA. Thus, the goal in ICA is to find vectors $\varphi_k, k = 1, \ldots, L$, which produce coefficients $\alpha_k$ that are not only uncorrelated but statistically independent as well. The process of computing independent components involves gradient-based nonlinear searches, normally initialized with results obtained from PCA. Implementation of this technique also depends on a proper definition of independence. The Kullback-Leibler distance [21] (not a true distance per se, but nonnegative nonetheless) is often used as a measure of statistical independence for ICA. However, because of issues related to computational complexity, practitioners are restricted to using surrogates such as kurtosis coefficients [19]. ICA is most used for deciphering the components, which, through addition, form a specific signal of interest—that is, they physically come from multiple sources (see [22] as well as Hyvarinen’s web site for examples and demos [23]).

3.2.5.3 KPCA

Other extensions of the PCA framework include kernel PCA (KPCA) and generalized PCA (GPCA). The idea in KPCA is to search for structure in the data by embedding it into a higher-dimensional (possibly infinite) space through a function $\gamma(g_i)$, taking values in the feature space $\Gamma$. The inner product in $\Gamma$ is defined as $\langle g_i, g_j \rangle_{\Gamma} = \langle \gamma(g_i), \gamma(g_j) \rangle$, and defines a kernel $\Lambda(g_i, g_j)$, which can also be decomposed into a set of eigenvalues and eigenvectors to be used to estimate a low-dimensional representation of the original data (see [24] for more details about the computations involved). While KPCA can be used to extract interesting information from a set of data points, there is no general theory for choosing the kernel functions $\Lambda$. Polynomials and Gaussian kernels are often used, although their optimality for different applications is difficult to ascertain. Many of the modern methods for nonlinear dimensionality reduction can be interpreted as KPCA but with different kernel matrices [25].
3.2.5.4 GPCA

GPCA is a fairly recent contribution [26] with the same goal as the PCA, except that GPCA does not restrict the subspaces to be orthonormal with respect to each other, and each can be of a different dimension. In addition, GPCA identifies the membership of each data point. It starts by estimating a collection of polynomials from the data. Although the polynomials themselves are nonlinear, their coefficients can be estimated linearly from the data. Next, one point per subspace is segmented with clustering techniques, and a basis for the subspace passing through that point is obtained by evaluating appropriate derivatives.

3.2.5.5 ISOMAP

With the exception of KPCA, the previous approaches provide tools for finding linear subspaces, or a collection of linear subspaces, to analyze and represent image data. Given sufficient data, a larger class of nonlinear manifolds can be recovered using the ISOMAP algorithm [27], which can be described in two relatively simple steps. First, the “geodesic” distance between data points is estimated by constructing a neighborhood graph and then finding the shortest path through the graph that connects the two points. (This distance is not the usual Euclidean distance, but rather a distance that is adapted to the underlying geometry of the data.) The classical multidimensional scaling method [28] is used to compute low-dimensional coordinates for each point. The decay of the variance of the residual of the approximations as a function of the number of approximating dimensions can then be used to estimate the true dimensionality (free parameters) of the data.

3.2.5.6 LLE

Another class of nonlinear manifold learning algorithms involves searching for low-dimensional representations that best preserve local structures of the data. The linear local embedding (LLE) [29] algorithm is an example of such an approach. Like ISOMAP, the first step in the LLE algorithm is to compute the $P$ nearest neighbors of each data point $g_i$. The second step is to assign weights $\alpha_{k,i}$ to each nearest neighbor of each point such that

$$E(\alpha) = \sum_{i=1}^{M} \left\| g_i - \sum_{k=1}^{P} \alpha_{k,i} g_k \right\|^2$$

(3.23)

is minimized subject to the constraints that $\alpha_{k,i} = 0$ if $g_k$ is not among the $P$ nearest neighbors of $g_i$, and that $\sum_{k=1}^{P} \alpha_{k,i} = 1$ for all $i$. In the final step, LLE computes data points $\hat{g}_i \in \mathbb{R}^L$, with $L < N$, that best preserve the local properties of the data as represented by the sets of weights computed in the previous step, by minimizing

$$E(\hat{g}) = \sum_{i=1}^{M} \left\| \hat{g}_i - \sum_{k=1}^{P} \alpha_{k,i} \hat{g}_k \right\|^2$$

(3.24)

and computing the bottom $M + 1$ eigenvectors of the matrix $(I-A)^T(I-A)$, where $A_{k,i} = \alpha_{k,i}$. 
3.2.6 Statistical Estimation

The random variations introduced by system noise and artifacts, as well as uncertainty originating from the biological phenomena under observation, require stochastic image processing methods. In fact, several of the tasks and applications for microscopy we are about to review can be understood as statistical estimation problems [9], where the goal is to seek the solution to the problem at hand optimal in some probabilistic sense, requiring one to adopt some optimality criterion. We discuss two approaches based on the Bayesian approach, where both the data in the images as well as the quantities being estimated are viewed as random variables: minimum mean squared (MSE) estimators and maximum a posteriori (MAP) estimators.

3.2.6.1 MSE Estimators

The minimum mean-squared error (MSE) between the estimate \( \hat{\theta} \) of some quantity \( \theta \), denoted as \( \text{MSE}(\hat{\theta}) = E\{(\hat{\theta} - \theta)^2\} \), where \( E \) is the expectation operator, is a desirable estimate since it minimizes the error of the estimate (on average). The Wiener filtering method given in (3.29) is an example of such an estimate.

3.2.6.2 MAP Estimators

An interesting alternative is provided by the MAP estimation framework. Let \( g \) represent the observed image data and let \( b \) represent some pattern or hidden feature(s). In the Bayesian framework, an estimate of \( b \) is computed by maximizing the a posteriori probability (MAP)

\[
p(b|g) = \frac{p(g|b)p(b)}{p(g)}
\]

(3.25)

Since \( p(g) \) is constant with respect to \( b \), maximizing (3.25) is equivalent to maximizing

\[
p(g|b)p(b)
\]

(3.26)

where \( p(g|b) \) is the so-called probabilistic data model, and \( p(b) \) is interpreted as a prior bias on \( b \). Taking logarithms, the problem in (3.26) is equivalent to maximizing the following cost function

\[
\Psi(b) = \log p(g|b) + \log p(b)
\]

(3.27)

whose solution is the estimate \( \hat{b} \) we want to find:

\[
\hat{b} = \arg\max_b \Psi(b)
\]

(3.28)

The MAP problem is often recast as a minimization instead of maximization, by taking the negative of the previous quantities. When no prior knowledge on \( b \) is available, it is common for researchers so simply use equivalent to a maximum likelihood (ML) estimate of \( b \).

Closed-form solutions for computing MAP estimates are rarely available due to the nonlinearity present in nearly all but the most trivial problems. Instead,
one is often required to solve (3.27) numerically. When \( b \) and \( g \) are interpreted to belong to a Hilbert space of continuous functions, the Bayesian framework reduces to solving a variational calculus problem. The forms of \( p(g|b) \) and \( p(b) \) specify the required function spaces to which \( g \) and \( b \) must belong (for example, square integrable, Sobolev, and bounded variation). A common approach is to derive maximization (minimization) approaches based on Euler-Lagrange equations from the maximization problem. Many algorithms in image restoration, segmentation, and registration discussed later in the chapter can be viewed within this framework.

### 3.2.6.3 Gradient-Based Estimators

When \( b \) is a finite-dimensional vector, standard gradient-based optimization approaches can be used, the most common of which is the steepest descent method. The cost function \( \Psi(b) \) is given by (3.27), where \( b \) is now a finite-dimensional vector. The steepest descent method computes \( \hat{b} \) by solving \( \nabla_b \Psi(b) = 0 \) through the following three-step iterative approach: The estimate \( \hat{b}_k \) is iteratively updated by: (1) computing the gradient of the objective function \( \nabla_b \Psi(b) \big|_{b=\hat{b}_k} \), (2) finding \( \tau \) such that \( \Psi(\hat{b}_k - \tau \nabla_b \Psi(b) \big|_{b=\hat{b}_k}) \) is minimized, and (3) updating \( \hat{b}_{k+1} = \hat{b}_k - \tau \nabla_b \Psi(b) \big|_{b=\hat{b}_k} \). Often, step (2) is bypassed and \( \tau \) is fixed to a small value.

### 3.3 Imaging Tasks in Microscopy

The goal in an imaging-based biological experiment is to extract structural, spatial, and functional quantitative information about some biological phenomenon accurately and, if possible, do so automatically. We now briefly review some of the canonical problems in microscopic image analysis for extracting such information, such as restoration, registration, and segmentation. A general view of the system, which this section follows, is given in Figure 3.1.

#### 3.3.1 Intelligent Acquisition

Although the general process of acquisition was described in Section 3.1, a new set of techniques aiming at providing intelligence during the acquisition process has emerged.

The first motivation for these approaches is to enhance resolution. In laser scanning confocal microscopy, images are acquired line by line, pixel by pixel [30]. We can achieve significant time savings by only imaging those regions where we expect to find an object. These time savings could then be used to increase the frame rate, or to acquire the selected regions at a higher spatial resolution.

The second motivation is to reduce photobleaching and phototoxicity. In fluorescence microscopy, images are acquired by shining excitation light on the specimen to activate fluorescence. However, this can damage the fluorescent signal (photobleaching) [31], as well as the cell itself (phototoxicity) [32], thus limiting
the duration over which we can view a cellular process. By reducing the total area acquired in each frame, we reduce the overall exposure to excitation light, hence reducing both photobleaching and phototoxicity.

Intelligent acquisition of microscope images has not been studied until recently. In [33], the authors designed an algorithm to reduce the number of pixels sampled in a 2-D or 3-D image when using a laser scanning confocal microscope. They observed that a large portion of scanning time is spent on low fluorescence regions, which presumably contain little useful information. The approach is then to begin by scanning the field at a low resolution. Each scanned value is examined, and if found to be significant, the area around it is scanned at a higher resolution. The process is repeated iteratively.

In [34] instead, the authors provide intelligence while learning the data model. They study a large number of tiny moving objects over a sustained period of time. To assist with efficient acquisition, they develop and continually refine a model to describe the objects’ motion. In [35], the authors provide algorithms for modeling objects’ motions for the purposes of tracking, and although not used directly, their work helped inspire the approach in [34].

3.3.2 Deconvolution, Denoising, and Restoration

Microscope images typically contain artifacts that, if accentuated, may prevent reliable information extraction and interpretation of the image data. Two main sources of artifacts can be identified: blurring caused by the PSF $b$ (see (3.2)), and noise arising from the electronics of A/D conversion (see Figure 3.1). The combined tasks of deconvolution (deblurring) and denoising are generally referred to as image enhancement or restoration, as shown in Figure 3.1. In the figure, two parallel paths are possible: (1) Joint denoising and deconvolution known as restoration, which as input has the output of the microscope $g_n$, and as the output, the estimate $\hat{f}_n$ of the input image $f(v)$. Note that while the output of restoration is another digital image $\hat{f}_n$, the problem itself is posed in terms of its continuous-domain version—that is, finding the best estimate $\hat{f}(v)$. Our discussion in this section focuses mostly on this path. (2) Separate tasks of denoising, having as input the output of the microscope $g_n$, and as the output, the estimate $\hat{x}_n$, followed by deconvolution.

The problem of deconvolution in the presence of noise dates back many decades and has been applied to a variety of imaging problems related to astronomy, medicine, and many others, in addition to microscopy (for recent reviews, see [36–38]). Our purpose here is not to provide an extensive review of existing methodology, but rather an overview of important concepts often used, their relationship to Fourier analysis, as well as more modern ideas based on wavelets and sparse representations.

The plethora of restoration methods available can be classified according to different criteria. Some of the terminology associated with different methods available include linear versus nonlinear, least squares, maximum likelihood, expectation maximization, and blind versus model-based. Here we describe two different optimization criteria based on which several different methods have been designed,
beginning with the minimum MSE estimation. All of the methods being described assume an LSI degradation model (PSF) and can be applied in two or three dimensions.

3.3.2.1 MSE Estimation

The approach used here was described in Section 3.2.6. Let \( f(v) \) represent an image one wishes to reconstruct, ideally, by undoing the effects of the PSF by inverse filtering operation \( h_{in} \) on some measured data \( g(v) \), \( \hat{f}(v) = (h_{in} * g)(v) \). The measured data \( g(v) \), the original image \( f(v) \), as well as its estimate \( \hat{f}(v) \), can all be viewed as random variables due to the uncertainty introduced by noise sources. Thus, a reasonable criterion to minimize is the MSE between the linear estimate \( \hat{f}(v) \) and the real image \( f(v) \) (that is, \( E\{(f - \hat{f})^2\} \)). Under assumptions explained next, it is possible to derive the well-known Wiener filter [39] solution to the problem, expressed in the Fourier domain as:

\[
\hat{F}(\omega) = \frac{H(\omega)}{|H(\omega)|^2 + S_e(\omega)/S_g(\omega)} G(\omega) \tag{3.29}
\]

where \( H(\omega) \) is the Fourier transform of the PSF, \( S_e(\omega) \) is the power spectral density of the noise source, and \( S_f(\omega) \) is the power spectral density of the image being measured. The previous derivation assumes that both the image and the noise source are well modeled by ergodic random variables, as well as that the noise is additive and white (uncorrelated). These assumptions are often violated in microscope imaging experiments. Moreover, the quantities \( S_e(\omega) \) and \( S_g(\omega) \) are seldom known, and practitioners often replace the ratio \( S_e(\omega)/S_g(\omega) \) by some constant \( c \).

3.3.2.2 MAP Estimation

The approach used here was also described in Section 3.2.6. Here, we denote the ensemble of possible images by \( b \), while the output estimate will be called \( \hat{f} \). That is, we seek to maximize the posterior probability \( p(b|g) = (p(g|b)/p(g))p(b) \), where \( p(g) \) does not depend on \( b \), and \( p(b) \) represents the prior knowledge one may have about the image \( b \). The cost function is the following functional (a version of (3.27)):

\[
\Psi(b) = \phi(g, b) + cP(b) \tag{3.30}
\]

where the logarithms have been subsumed into the previous terms, \( P(b) \) is a regularization function derived based on a priori knowledge, and \( c \) is an arbitrary constant. Its role is to prevent the solution to the algorithm from containing certain undesired characteristics such as excessive oscillations. Restoration algorithms are normally set up as minimization problems by defining the previous terms as the negative of the log of the probabilities.
Modeling the Minimization Function

When the Poisson distribution is used to model $p(g|b)$, the minimization term $\phi$ is defined as:

$$
\phi_P(g, b) = \int [(b * b)(v) - g(v)\log(b * b)(v)] dv
$$

(3.31)

while the equivalent for a Gaussian distribution model for $p(g|b)$ is:

$$
\phi_G(g, b) = \int |(b * b)(v) - g(v)|^2 dv = \|b * b - g\|^2_{L_2}
$$

(3.32)

Several algorithms can be derived to optimize these functionals. A classical example is the Richardson-Lucy (RL) algorithm: an iterative, unregularized algorithm that minimizes $\phi_P(g, b)$, one out of a class of methods known to produce result images $\hat{f}$ dominated by noise as the number of iterations increase. The addition of different priors on $b$, together with other constraints such as positiveness, can help overcome these difficulties.

Modeling the Prior

Many different priors on $b$, $P(b)$, have been used in the literature. One of the most often used is the $L_p$-type regularization: $P_Q(b) = \|Db\|^p_{L_p}$, where $D$ is a linear operator (often of a differential type) and $p = 1$ or 2. When $p = 2$ this regularizer tends to minimize the energy of either the image itself ($D = 1$) or properties of the image (for example, derivatives $D = \nabla$). This leads to a Tikhonov-type regularizer [40], which tends to produce blurred estimates $\hat{b}$, countering the effect of the $\phi(g, b)$ minimization term. In contrast, $p = 1$ leads to so-called “sparsity” maximizing solutions, which tend to preserve edge structures better. Examples include total variation regularization terms ($D = \nabla$) [41] and wavelet-based sparse representations (when $Db$ refers to coefficients of the WT of the image) [42].

Other regularization methods include entropy-type priors, where one uses a model $m(v)$ that represents the prior knowledge about the image. The entropy prior is defined as

$$
P_E(b) = \int \left[ b(v) - m(v) - b(v)\log\frac{b(v)}{m(v)} \right] dv
$$

(3.33)

This entropy functional is an optimal distance measure for positive functions [43]. However, since a precise model for the image to be measured is often not available, researchers typically use a constant function leading to a preference for smooth functions [37].

Other regularization approaches exist, such as the Good’s roughness penalty [44], which often yields estimates of good quality in comparison with other methods [37]. In addition, for situations when a precise model for the PSF is unknown, there exist so called “blind” restoration algorithms that seek to estimate
both the image as well as the PSF. One notable example is based on the RL iterative algorithm described earlier [45].

Finally, in actual implementation, the overall functional $\Psi(b)$ (consisting of any combination of the terms $\phi_P, \phi_Q, P_E, P_Q$) is discretized at the measured image grid of pixels, and the functional is minimized using standard approaches such as the steepest-gradient descent (see Section 3.2.6), conjugate gradient descent and Newton-type, as well as multiplicative methods [36, 37, 41]. Computational complexity is often a concern. Linear methods, such as the Wiener filter explained earlier, can be implemented in real time. More recent, nonlinear methods, such as the one described in [42], are more computationally demanding, although recent advances [46] may help overcome these difficulties.

### 3.3.3 Registration and Mosaicking

Image registration refers to the task of finding the spatial relationship and alignment between two or more images. Registration methods are useful for combining the information contained in multiple images of the same object, acquired by different instruments, and at perhaps different resolutions. Other applications include mosaicking as well as tracking objects in image time series. Here we provide an overview of image registration methods applicable to microscope images, beginning with semiautomatic landmark-based registration, followed by fully automated intensity-based methods.

#### 3.3.3.1 Registration

Let $\Omega_{1, i} \in \mathbb{R}^{d}, i = 1, \ldots, N_1$, and $\Omega_{2, k} \in \mathbb{R}^{d}, k = 1, \ldots, N_2$, be the pixel coordinates (in units of meters) of two images $\hat{f}_1(\Omega_{1, i})$ and $\hat{f}_2(\Omega_{2, k})$, respectively. The goal in a registration (alignment) problem is to find a spatial transformation $\beta$ that relates the coordinates of the source image to the coordinates of the target image: $\tilde{\Omega}_{1,k} = \beta(\Omega_{2,k})$. The value of the image $\hat{f}_1$ at position $\tilde{\Omega}_{1,k}$ does not exist in general, since the image $\hat{f}_1$ is only defined at coordinates $\Omega_{1,i} \in \mathbb{R}^{d}, i = 1, \ldots, N_1$. However, a reasonable guess may be computed by using standard, continuous, representations of the image $\hat{f}_1(\Omega_1) = \sum_i \hat{f}_{1,i} \varphi_i(\Omega_1)$, as described in Section 3.1, to compute $\tilde{\hat{f}}_1(\tilde{\Omega}_{1,k})$.

With the knowledge of a set of $N$ corresponding points $p_{1,k} = p_{2,k}, k = 1, \ldots, N$, one is often able to compute a spatial transformation $\beta$ by solving the following minimization problem:

$$\beta^{op} = \arg\min_{\beta \in \mathcal{C}} \frac{1}{N} \sum_{k=1}^{N} \|\beta(p_{1,k}) - p_{2,k}\|^2$$

(3.34)

where $\mathcal{C}$ defines a certain class for the spatial transformation $\beta$ and $\| \cdot \|$ is the standard vector norm. This problem above is akin to the well-known Procrustes problem, and for the class of rigid-body transformations (rotations plus translations), the closed-form solution is known [47]. One first removes the mean from the coordinates $p_{1,k} - \bar{p}_1$ and $p_{2,k} - \bar{p}_2$, with $\bar{p}_1 = \frac{1}{N} \sum_{k=1}^{N} p_{1,k}$ and $\bar{p}_2 = \frac{1}{N} \sum_{k=1}^{N} p_{2,k}$ (then these mean-zero values are assigned to $\tilde{p}_{1,k}$ and $\tilde{p}_{2,k}$). Define the matrix
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\[ K = P_1^T P_2, \]  
where \( P_1 \) and \( P_2 \) are matrices with each row comprising of a vector \( p_{1,k} \) and \( p_{2,k} \), respectively. The singular value decomposition \( K = UDV^T \) can be used to compute the rotation matrix \( R \) that aligns the two point clouds:

\[ R = V \Delta U^T \quad (3.35) \]

with \( \Delta = \text{diag}(1, 1, \text{det}(VU^T)) \) as an example in three dimensions [48]. The translation component is given by \( a = \bar{p}_2 - R \bar{p}_1 \) and the final transformation is given by \( \beta(p_1) = R p_1 + a \).

This framework can be extended to include other classes of spatial transformations, such as the set of transformations composed of linear combination of radial basis functions. If at least \( N \) basis functions are used, with minor assumptions, two point clouds can be matched exactly (that is, the error in (3.34) is 0). One often-used class of radial basis functions are thin-plate splines (see [49] for an example).

This methodology is not used universally, as the corresponding landmark points are often hard to obtain. Automated landmark extraction methods are difficult to implement, while manual landmark selection is cumbersome, time consuming, and often imprecise. Another important class of image registration methods are those that operate directly on the intensity values of the images \( \hat{f}_1 \) and \( \hat{f}_2 \) by solving a different optimization problem

\[ \beta^{op} = \arg \min_{\beta \in C} \mathcal{Y}(\hat{f}_1, \hat{f}_2, \beta) \quad (3.36) \]

where \( \mathcal{Y}(\cdot) \) refers to an objective function normally composed of: (1) a (dis)similarity measure between the intensity values of the target image \( \hat{f}_2(\Omega_1) \), and warped source image \( \hat{f}_1(\beta(\Omega_1)) \), and (2) a constraint, or regularization term, so as to “bias” \( \beta \) toward any available prior information. Many different methods for intensity-based image registration exist and can be classified according to the type of spatial transformation \( \beta \), the objective function \( \mathcal{Y} \), and optimization method chosen (for comprehensive reviews, see [50, 51]). Spatial transformations often used include rigid body, affine, polynomial, and linear combination of B-splines or radial basis functions, as well as elastic and fluid deformation models. Objective functions currently in use in the literature include the sum of squared differences between the intensity values of the target image \( \hat{f}_1(\Omega) \) and warped source image \( \hat{f}_2(\beta(\Omega)) \), their correlation coefficient, and their mutual information [52]. Optimization methods used include Powel’s direction set method [53], gradient descent, conjugate gradients, and Newton-type methods.

The landmark and intensity-based methods are not mutually exclusive and can be combined by adding the two terms into a single optimization problem:

\[ \beta^{op} = \arg \min_{\beta \in C} c_1 \sum_{k=1}^{N} \| \beta(p_{1,k}) - p_{2,k} \|^2 + c_2 \mathcal{Y}(\hat{f}_1, \hat{f}_2, \beta) \quad (3.37) \]

where \( c_1 \) and \( c_2 \) are arbitrary constants. For an example of such an approach, see [54].
3.3.3.2 Mosaicking

Automated and semiautomated image registration methods are essential for building image mosaics. Due to the limited field of view of magnification objectives, this operation is often necessary for obtaining a more global view of the object, but with sufficient resolution for intricate analysis. Automated stages for mosaicking exist, but are often not accurate enough [55]. Large mosaics may be built with the aid of image registration methods given slightly overlapping images (a recent example can be found in [56]). Other applications of image registration to microscopic image analysis include electrophoresis image alignment for protein analysis [57], as well as studies of tissue differentiation during the evolution of Drosophila melanogaster embryos [54].

3.3.4 Segmentation, Tracing, and Tracking

Broadly speaking, segmentation and tracing refer to the detection of relevant contiguous objects within an image as well as the determination of their positions. Segmentation and tracing methods allow for localized analysis within an image and are essential for extracting information pertaining to one or more specific objects (for example, cells and organelles) in an image, while tracking refers to the detection or estimation of objects as a function of time in time series data sets. Naturally, manual image segmentation, tracing, and tracking are all possible with the aid of modern computer display systems. However, given the enormous quantities of data produced by modern imaging systems, manual image interpretation and information extraction is not only costly, but also inaccurate and has poor reproducibility. We now briefly review some of the automatic and semiautomatic methods for cell and nuclear segmentation and neuronal tracing.

Segmentation, tracing, and tracking methods are typically the first step in many imaging applications and have been applied to the classification and clustering of cellular shape [58], cell biomass computation [59], leukocyte detection and tracking [60], neurite tracing [61], cell migration [62], subcellular analysis [63], and studies of the influence of Golgi-protein expression on the size of the Golgi apparatus [64], among others.

3.3.4.1 Segmentation

The simplest and most widely used automated image segmentation method available is that of thresholding. This method consist of assigning the label of background to every pixel in the image whose value falls below a chosen threshold, while the label of foreground is assigned to each pixel that matches or exceeds the value of the threshold. More advanced thresholding methods choose the value of the threshold adaptively, through computation of global, or at times local, image histograms. However, thresholding methods alone are seldom effective, as microscope images contain noise and are not illuminated uniformly, as well as because they neglect to account for geometric information in the data. These methods are thus commonly used only as initialization to other, more elaborate ones.
Voronoi-Based Segmentation

One such relatively simple technique is known as Voronoi diagram–based segmentation, often used when more than one relevant object (for example, cells, nuclei) are present. The idea is to use coordinates within each object (one coordinate per object to be segmented, obtained with the help of thresholding techniques) as representative coordinates for the entire object, and to “draw” edges and vertices so that each coordinate is enclosed by a single polygon. For example, this technique is often used to segment cell nuclei in images of DNA probes [65]. However, it does not perform well when the objects being segmented are asymmetric or are close in space. In these situations, a single point is too simplistic a description for the geometry of the object, and the edges computed may not respect the boundary of the objects being segmented.

Watershed Segmentation

A more attractive technique is watershed segmentation, which can capture intricate object boundaries without overwhelming computational cost. The basic idea is to view a 2-D image, for example, as a topographical surface, and “flood” the surface from its local minima by considering its intensity level sets. When two regions are merging, a dam is built to represent an edge and boundary in the segmentation result. This technique can be applied directly to the raw image data as well as to processed images, such as edge-enhanced ones or distance-transformed ones. However, it is known to oversegment images and careful seeding (initialization) must be used [66, 67].

Active-Contour Segmentation Methods

The segmentation methods described here rely on a discrete interpretation of the image data in that any continuous properties of the objects being imaged are disregarded. In the past couple of decades, a different class of segmentation algorithms that explicitly include continuous information, such as curvature, has emerged, and is generally denoted as deformable models or active contours [68]. An active contour is a closed curve \( C(l) \), with \( l \) some parameterization \( l \in [0,1] \), and \( C(0) = C(1) \) (in two dimensions, such a curve is represented by \( C(l) = (C_x(l), C_y(l)) \)). Active-contour segmentation methods seek to find the contours that best delineate different objects in an image. Kass et al. [69] formulate this as a variational optimization problem, with a cost function given by:

\[
\Psi(C) = c_1 \int_0^1 \left| \frac{dC(l)}{dl} \right|^2 dl + c_2 \int_0^1 \left| \frac{d^2C(l)}{dl^2} \right|^2 dl + c_3 \int_0^1 |\nabla r(C(l))|^2 dl \quad (3.38)
\]

where \( c_1, c_2, c_3 \) are arbitrary constants, and \( \nabla r(v) \) represents the gradient of the image \( r \). This can be a sum of other applicable forces as well (see [70] for an example that includes a stochastic term). The cost function is minimized through variational methods [68] and leads to a partial differential equation-type solution to the problem, \( dC/dt = F(C, r) \), with \( t \) being a time variable artificially included,
and $F(C,r)$ representing a force (or sum of forces) term derived based on (3.38). This equation can be solved with Euler integration methods. Another interesting aspect of such methods is that the curve $C(l)$ is normally parameterized using interpolating splines, for example. Parametric contours can be difficult to generalize to multiple object and changes in topology, as a reparameterization of the curve(s) is necessary. Again, as in the tasks described previously, the problem is posed in a continuous-domain setting and later discretized.

An alternative technology for propagating contours is based on the level-set methods [71], which avoid parameterization of the curve $C$ by defining it implicitly as a level set (normally the zero level set) of a function $\phi(v) (\{v|\phi(v) = 0\})$. For convenience, $\phi(v)$ is normally defined over the same domain as the image data $r(v)$. The level-set function $\phi$ is usually initialized as a signed distance function to an initial contour drawn over the image, and a typical implementation involves the following differential equation:

$$\frac{d\phi}{dt} = V(\kappa) |\nabla \phi|$$

(3.39)

where $V(\kappa)$ is the so called speed function (normally involving image edges), while $\kappa$ is the curvature of the contour, which can be computed directly from $\phi$. As mentioned previously for the active-contour equation (3.38), the corresponding level-set equation can be given as the sum of applicable forces (see [70], for example). The solution is obtained in steady state (the contours do not evolve anymore) using Euler-type integration methods. There are several advantages to the level-set formulation. As mentioned earlier, changes in topology are handled automatically without extra effort. In addition, it is an Eulerian formulation, meaning that all computations are done with respect to a fixed grid (as opposed to tracking a determined amount of propagating “particles” defining a contour). Therefore the technique can easily be extended to three or more dimensions (parameterized front propagation methods are complicated in three or more dimensions, especially if changes in topology are involved). The disadvantage of the level-set method is that the level-set function $\phi$ needs to be computed throughout the domain of the image, even though only a contour (or sets of contours) is desired. Methods for computing $\phi$ only in the neighborhood of its zero level set exist [71], although the speed-up is not substantial when the images consist of many contours close to each other. A novel approach to this computational problem is presented in [64]. The authors combine the power of active contours with the multiresolution (MR)/multiscale (MS) framework to compute forces using convolutions at different scales. This approach eliminates the need for the level-set framework and extensive computations, leading to a new class of active-contour methods dubbed multiscale active contours (MSAC) [64], with computational savings of one to two orders of magnitude. Modern image segmentation methods based on level sets can be generalized to include many different force terms and may not require image gradients, allowing for robust segmentation of objects without strong edges (see, for example, [72]). Other methods are based on the STACS algorithm we mentioned earlier [70], as well as follow-ups to that work, such as TPSTACS [73] as well as MSAC [64].
3.3.4.2 Tracing

The problem of tracing elongated pathways in image data is essentially a segmentation problem. The overall goal is the same as in segmentation: to detect and determine the location of a structure of interest. The significant geometric differences between neurons (normally elongated and not necessarily closed contours) and cells, for example, call for the development of a different methodology. Methods based on skeletonization [74] often fail because of the presence of noise, out-of-focus noise, and illumination artifacts. Those techniques that do not depend on skeletonization rely on a local path following approach. A starting point is given and a step is taken along a direction computed from the local intensity values of the image data. The approach can be summarized as an ordinary differential equation problem, where one seeks to find a path \( C(l) \) by solving

\[
\frac{dC(l)}{dl} = t(l)
\]

where \( t(l) \) is a vector that represents the tangential direction of the axon at location \( C(l) \) in the image. The tangential direction can be computed by matching, locally, a cylindrical model for the axon, as in [75]. Alternatively, \( t(l) \) can be computed from the eigenvectors of the Hessian (matrix of second derivatives) of the image data locally as in [61]. Such path following approaches often fail in the presence of noise and other artifacts (e.g., imperfect illumination), and thus typically require significant user interaction [61].

3.3.4.3 Tracking

Image-based tracking refers to the detection of relevant objects in image time series as well as the determination of their spatial positions in time. Tracking has been applied to modeling and understanding of biological molecular dynamics [76, 77], as well as to understanding cell migration [60, 62]. In a broad sense, tracking can be thought of as a time-dependent segmentation problem, and as in static image segmentation, a variety of methods exist. A comparison of methods for tracking single fluorescent particles is given in [78]. The simplest tracking algorithm consists of identifying potential molecules or cells by thresholding (possibly followed by morphological operations to remove holes and spurious artifacts) and then performing nearest neighbor matching. While this approach may be fruitful for tracking fluorescence particles in image data, it performs poorly when the objects being tracked change shape as time progresses [77]. For this reason, time-dependent active contours and deformable models are preferred for studies of cell migration, for example.

3.3.5 Classification and Clustering

The advent of modern, automated, digital microscopes, together with target-specific fluorescent probes, has enabled the collection of large amounts of image data whose impact can be vastly augmented through the use of high-throughput image screening and analysis methods. The image processing tasks described previously (restoration, registration, segmentation, tracking, and so on) can be combined
with traditional machine learning methodology to deliver powerful tools to aid discovery and validation for life sciences applications [79].

A prominent example is the application of image-based clustering and classification methods to the problem of subcellular localization of proteins within cellular compartments. The development of advanced protein tagging methods, with the aid of biological image database systems [80, 81] and advanced feature extraction, classification, and clustering methods, have enabled scientists to address the problem of analyzing subcellular location patterns on a proteome-wide basis, providing valuable information on the molecular mechanisms that dictate cell structure and function [15, 65]. Introduction of more advanced tools such as MR has been proposed in [15] for subcellular analysis, as well as in [82] for detection of developmental stages *Drosophila* embryos.

Yet another common use of classification methods in bioimaging is in cell cycle analysis and determination. Common applications include studying of the effects of gene suppression [83] as well as drug therapies [84]. The steps used to implement an image processing system capable of performing automated classification and analysis of cell cycle response are normally the same as for other applications and include, but are not limited to, image restoration, registration to remove translation and rotation dependency in numerical feature extraction, and training of the classifier.

### 3.3.6 Modeling

Computational imaging methods also have a place in modeling and simulation of biological phenomena at the cellular and subcellular scales. Quantitative information automatically extracted from images can be used for model selection, calculating model parameters, and for validating different models. We describe two applications of image-based modeling in cells and subcellular structures: computation of material parameters describing force distribution in cells as well as modeling the dynamical properties of microtubules.

The precise determination of the mechanical properties of cells, under different environments, can be used to gain a better understanding of a variety of biological phenomena. Finite-element models derived based on constitutive laws can be used to estimate stress-strain relationships, as well as other physical parameters, based on boundary conditions extracted from image data. Modeling and simulation of uniaxial cell stretching experiments were performed in [85], where cell boundaries were extracted (segmented) as a function of time from image of cells undergoing stretching.

Modeling has also been performed in an effort to understand the motion of subcellular structures with the aid of time-lapse microscopy [86]. One of the simplest and most used models for describing particle random motion is the auto regressive moving average (ARMA) model, where the goal is to describe the value of an observed variable as a linear combination of past values of that variable as well as past values of a white noise random variable [87]. In [86] localization information obtained from automated tracking algorithms [88] were used to estimate the parameters of an ARMA model for studying kinetochore microtubule dynamics in yeast. Another new area for modeling is that of intelligent acquisition,
discussed at the beginning of this section, where data set models, as opposed to the data itself, are learned and acquired [34].

3.4 Conclusions

Our aim in this chapter is to set a framework for analysis and interpretation of digital microscope images. To that end, we introduced a conceptual view of the system as in Figure 3.1 and gave a brief overview the modern tools of signal processing and data mining. While some of these tools are currently being used in the tasks given in Figure 3.1, many are not. By exposing the reader to a sampling of possible tools, we hope they will find way in more sophisticated algorithms than is presently available. The trend of automated microscope image analysis and interpretation is here to stay; bringing in the full power of mathematical and algorithmic advances is now our task.
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The discovery of fluorescent labels suitable for in vivo use and the development of high-resolution microscopes have transformed the fluorescence microscope into a mainstream tool, bringing about a revolution for biological imaging and having a profound impact on the way research is being conducted in the life sciences. Among a myriad of new imaging possibilities, subcellular components and processes can now be visualized in vivo, both structurally and functionally. Observations can be made in two or three dimensions, at different wavelengths (spectroscopy), and possibly with time-lapse imaging, to investigate dynamic processes.

The observation of many biological processes relies on the ability to identify and locate specific proteins within their cellular environment. Cells are mostly transparent in their natural state, and the immense number of molecules that constitute them are optically indistinguishable from one another. This makes the identification of a particular protein a very complex task—akin to finding a needle in a haystack. However, if a bright marker were attached to the protein of interest, it could very precisely indicate its position. Much effort has gone into finding suitable markers for this purpose, but it is only over the course of the past decade, with the advent of fluorescent proteins, that this concept has been revolutionized. These biological markers have the crucial properties necessary for dynamic observations of living cells: they are essentially harmless to the organism and can be attached to other proteins without impacting their function.

Fluorescence microscopy was invented almost a century ago, when microscopists were experimenting with ultraviolet light to achieve higher resolutions. In the very beginning, observations were limited to specimens that naturally fluoresce. Rapidly, fluorescent dyes for staining tissues and cells were investigated. But it was not until the 1940s that fluorescence microscopy became popular, when A. Coons and M. Kaplan introduced a technique to label antibodies with a fluorescent dye to study antibody-antigen interactions, which profoundly changed the field of immunohistochemistry [1]. The discovery that really brought fluorescence microscopy to the forefront came in 1994, when M. Chalfie et al. succeeded in expressing a naturally fluorescent protein, the now famous green fluorescent protein (GFP), in living organisms [2]. This was a landmark evolution in the field, fostering a whole new class of tagging methods.

While genetic engineering is at the origin of this new methodology, a number of innovations from the fields of physics, optics, and mechanical and electrical

---

1. This property is called autofluorescence or primary fluorescence.
engineering have been combined to provide the necessary instrumentation. Impressive enhancements in classical microscopy have been achieved, and new imaging systems are actively being developed. A key element for the evolution of microscopy in general was the shift to digital imaging in the 1990s, with the availability of affordable high-sensitivity acquisition devices and powerful computer hardware.

The capabilities of today’s systems often lead to enormous data sets that, in most cases, require postprocessing for their interpretation. Signal processing methods for biological research are only at their prelude; the needs are considerable and most probably not even clearly formulated yet. It is thus predictable that signal processing will be one of the main challenges of fluorescence microscopy in the forthcoming years.

The ambition of this chapter is to provide the reader with an introduction covering the key aspects of modern fluorescence microscopy. We begin by recalling the principles of fluorescence and review the history of discoveries that led to the instruments and techniques in use today. Next, we present the optics and examine various types of detectors used in fluorescence microscopy. A further section is devoted to a discussion of signal and image processing challenges in fluorescence microscopy, and, finally, we highlight some current developments and future perspectives in the field. This chapter is best read in conjunction with Chapters 1 and 3.

4.1 Fluorescence in Molecular and Cellular Biology

4.1.1 The Physical Principles of Fluorescence

4.1.1.1 Definition

Fluorescence is a phenomenon by which a molecule, upon illumination at a specific wavelength, reemits light at another (typically longer) wavelength. A molecule that has the ability to fluoresce is called a fluorophore or fluorochrome. It has distinctive excitation and emission spectra (see Figure 4.1), although in practice, it is often characterized by the two wavelengths corresponding to the respective peak intensities of these spectra.

A molecule can exist in a variety of energetic states, which, for the most part, are determined by the configuration of its electrons and the vibrational agitation of its atomic nuclei. If a photon with sufficient energy is absorbed by a fluorophore, the latter moves from its ground state to an excited electronic state [see Figure 4.2(a)]. Fluorescence occurs when the excited molecule returns to the ground state by releasing energy through emission of a photon. Because some of the energy gained during excitation is converted to heat, the emitted photon has a lower energy than the absorbed one. This explains the difference in wavelength mentioned earlier (since $E = h\nu = hc/\lambda$), which is also known as the Stokes shift. Fluorophores whose spectra present a large Stokes shift are usually preferred, since their emitted

2. Specifically, the former describes an atomic compound responsible for fluorescence, while the latter is a more general term for a dye that renders a body fluorescent.
Figure 4.1  Representation of typical excitation/emission spectra of a fluorophore (in relative intensities). The excitation spectrum shows the emission intensity as a function of excitation wavelength, and the emission spectrum shows the relative emission intensities as a function of emission wavelengths for an excitation at the peak absorption wavelength. Explanations on the filters are given in Section 4.2.

light can be separated from the excitation light more easily by the means of optical filters (see Figure 4.1).

4.1.1.2 Related Phenomena

When in an excited state, a fluorophore can be forced to the ground state in a process called stimulated emission. Upon absorption of a second photon at the excitation wavelength, the molecule returns to the ground state by emitting two photons that are in phase and whose wavelengths are identical to the second photon’s

Figure 4.2  Jablonski diagrams representing the energy-level transitions involved in the fluorescence of GFP. Thick lines represent electronic energy levels; thin ones are associated vibrational energy levels. (a) Upon absorption of a photon at a specific wavelength, the molecule moves from the ground state $S_0$ to the excited state $S_1$ (1). Vibrational energies are immediately converted into heat in a process called vibrational relaxation (2). When the molecule returns to the ground state, the remaining energy is released via emission of a new photon at a longer wavelength. (b) In the case of two-photon excitation, the excitation wavelength is longer than the emission wavelength. The intermediate virtual state is indicated by (1).
wavelength. This phenomenon is relevant to some of the concepts discussed later, but is best known as the light-amplification principle behind lasers.

Another important concept is that of multiphoton excitation. A fluorophore can also be excited by the simultaneous absorption of two or more photons, given that the combined energy of the photons corresponds to the energy required for single-photon excitation [see Figure 4.2(b)]. In this particular situation the excitation wavelength is longer—in the case of two-photon excitation, twice as long as the single-photon excitation wavelength.

### 4.1.2 The Green Revolution

The developments that had the biggest impact on biological research and made fluorescence microscopy ubiquitous took place during the past two decades. Consequently, we shall focus on this period for the remainder of this section. However, these recent developments could not have occurred without previous discoveries and inventions in a variety of fields, starting in the sixteenth century. An overview of events that played an essential role in contributing to the development of modern fluorescence microscopy is given in the form of a timeline in Figures 4.3 and 4.4.

In the early 1990s, fluorescent labeling techniques such as immunofluorescence\(^3\) and covalent marking\(^4\) were already widely in use for imaging. However, a straightforward means for selectively labeling a given protein with a non-perturbing fluorescent marker was not yet available. Only such a tag would make the in vivo observation of interactions between a specific protein with other proteins and the environment feasible.

The breakthrough came in 1994, when Chalfie et al. \([2]\) succeeded in expressing a fluorescent protein that naturally occurs in a jellyfish species in other organisms by modifying their genome to code for this protein. At the origin of this innovation, accordingly dubbed “the green revolution” \([3]\), was the discovery of GFP by Shimomura et al. in 1961 \([4]\). During their studies of the jellyfish *aequorea victoria*, whose fluorescing nature was described for the first time in 1955, they discovered that the source of the fluorescence was a naturally produced protein. Its chemical structure was reported by Shimomura in 1979, and in 1992, Prasher et al. cloned and determined its genetic sequence \([5]\), paving the way for the work of Chalfie et al.

Since the first experiments with GFP, many variants have been engineered and discovered. From the naturally occurring GFP, called wtGFP for wild-type GFP, and from similar fluorescent proteins occurring in other marine organisms, new, more powerful mutants have been derived. Their properties range from different excitation and emission spectra\(^5\) to stronger fluorescence and higher resistance to photobleaching \([6]\). Two widespread examples are cyan fluorescent protein (CFP)
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3. A technique (also called immunostaining) for detecting an antigen (protein) with a fluorochrome-labeled antibody.
4. Proteins are purified, covalently labeled with a fluorescent molecule, and then introduced into cells.
5. The currently available fluorescent protein tags offer a wide choice of wavelengths within the visible spectrum.
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1565 Nicolás Monardes observes luminescence in the extract of the wood *lignum nephriticum*, a substance used for treating kidney ailments.

1646 Athanasius Kircher relates that an infusion of *lignum nephriticum* reflects blue and transmits yellow light.

1800 Frederick William Herschel discovers infrared radiation.

1801 Johann Wilhelm Ritter discovers the ultraviolet region of the spectrum.

1833 David Brewster observes red radiation in a solution containing chlorophyll upon illuminating it with white light.

1845 John F. W. Herschel (the son of F. W. Herschel) discovers the phenomenon of fluorescence in a quinine solution.

1852 George Gabriel Stokes describes the luminescence observed in the fluorspar mineral as fluorescence, and formulates the Stokes law.

1871 Adolf von Baeyer discovers and synthesizes *fluorescein*, still widely used as a dye.

1878 Ernst Abbeformulates the theory that links resolution to the wavelength of light, and proposes the use of ultraviolet light to increase the resolution of microscopes.

1904 August Köhler and Moritz von Rohr develop the ultraviolet microscope. Autofluorescence observed in the visible domain starts the era of fluorescence microscopy.

1905 Albert Einstein describes the photoelectric effect.

1908 August Köhler and Henry Friedrich Wilhelm Siedentopf build and demonstrate the first fluorescence microscope.

1911 Max Halitenger coins the term *fluorochrome* to describe dyes that render non-fluorescent objects fluorescent. Numerous investigations into fluorescent dyes begin.

1911 The first commercialized fluorescence microscopes, using carbon arc lamps, are produced by Reichert (Otto Heimstädt and Carl F. W. Reichert, 1911) and Carl Zeiss (Heinrich Lehmann, 1913). Observations are limited to specimens that present autofluorescence.

1929 Philipp Ellinger and August Hirt propose a fluorescence microscope with epi-illumination for the observation of living organisms. They use the fluorochromes *freytaflavine*, which stains cell nuclei, and *fluorescein*, to study kidney function.

Figure 4.3 Early history of fluorescence microscopy.
1935 Alexander Jablonski presents his model to explain fluorescence.

1935 The first photomultiplier tube is built by Harley E. Iams and Bernard Salzberg [3].

1941 Albert Coons and Melvin Kaplan introduce immunofluorescence, a labeling method still in use today [1].

1948 Theodor Förster describes resonance energy transfer.

1957 Marvin Minsky submits his patent for the confocal microscope [4].

1958 Arthur Schawlow and Charles Townes invent the laser.

1960 The first functioning laser is built by Theodore Maiman [5].

1969 George Smith and Willard Boyle invent the CCD.


1980 John G. J. Bauman et al. introduce fluorescence in situ hybridization (FISH), a method for localizing specific genetic sequences by labeling RNA molecules with a fluorochrome [7].

1983 David A. Agard and John W. Sedat reconstruct chromosomes from Drosophila larvae using computer deconvolution [8].

The Colored Revolution

1990s Affordable digital imaging hardware and commercial confocal fluorescence microscopes become widely available, launching a new era in microscopy.


1991 Joseph R. Lakowicz et al. describe fluorescence lifetime imaging (FLIM) [10].


1994 Stefan Hell and Jan Wiechmann invent STED microscopy [12].

2006 Localization-based fluorescence techniques devised by Eric Betzig et al. (PALM [13]) and Michael Rust et al. (STORM [14]) yield super-resolved images that rival the resolution of electron microscopy.

Figure 4.4 Modern history of fluorescence microscopy.
and yellow fluorescent protein (YFP), named for their characteristic emission spectra.

Biologists can label virtually any desired protein with a fluorescent protein by means of straightforward procedures. The first step leading to the creation of a labeled protein is to append the marker protein’s sequence to that of the target. The resulting sequence is then introduced into cells, where its transcription results in the synthesis of a fusion protein. A common means for doing this is by placing the gene onto a plasmid, which can then be taken up by a cell. Such plasmids exist for a wide range of fluorescent proteins and are available from specialized companies.

The fusion protein (Color Plate 1) is expressed throughout the lifetime of the cell, as long as its sequence is present in the cell’s nucleus. Note that this procedure typically results in the expression of both the fusion and natural versions of the protein, since the genetic sequence of the former does not replace that of the latter. Although the function and localization of the two variants are in most cases identical, it is necessary to verify that the label has no influence on cellular functions. For further details, we refer to [7, 8].

The availability of fluorescent protein tagging techniques led to a fundamental change in the way biological research is conducted and to an explosion of experimental possibilities (see also Section 4.5). For instance, within the past 10 years, the relative number of experiments dealing with live samples at the Institute of Genetics and Molecular and Cellular Biology (IGBMC) imaging center (Illkirch, France) increased by almost a hundred-fold.

4.2 Microscopes and Image Formation

We now turn our attention to the instrumentation for fluorescence imaging. This section provides a brief description of the two main types of image forming systems: widefield and confocal microscopes. While the former are usually less expensive than the latter (depending on the configuration), their optical resolution is intrinsically more limited, especially in the axial (i.e., z) direction. Both systems can yield volume images of the sample under inspection, possibly with the help of deconvolution. However, in widefield microscopes the volume is acquired plane by plane (as opposed to point by point in standard confocal systems), which allows for faster acquisitions.

4.2.1 The Widefield Microscope

4.2.1.1 Principle

Widefield microscopy is based on the paradigm of Köhler illumination, according to which the sample is observed under a uniform light beam. Color Plate 2(a) shows
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6. Plasmids are small, circular, double-stranded sequences of DNA that naturally occur in bacteria and are part of their genome. They can easily be introduced into cells, where they are expressed in the same fashion as chromosomal DNA. Plasmids are not replicated upon cellular division; however, in some cases they are integrated into the cell’s chromosomal DNA.
how this is obtained in a simplified epi-illumination microscope: the light source (an arc or filament lamp) is magnified by the collector lens and projected onto the iris diaphragm. This aperture is located in a conjugate plane of the objective’s back focal plane. Therefore the latter acts as a condenser lens and the intensity from the iris is uniformly dispatched on the sample.

Let us now consider a single point of the sample. It will reemit light by reflection and possibly by fluorescence. If located in the focal plane, this will generate a beam of parallel light rays through the microscope tube. The image is formed by integrating the effect of all secondary point sources within the specimen; it can be observed through the eyepiece or recorded by placing a CCD sensor in the image plane.

One of the critical parameters in this setting is the numerical aperture (NA); that is, the angular opening of the light cone emerging from the object and collected by the objective. The magnification effect results from the combination of the objective, tube, and ocular lenses.

4.2.1.2 Components for Fluorescence Imaging

Fluorescence imaging requires specific additional components for controlling the spectrum of the light (see also Figure 4.1). While usual lamps produce “white light” (covering the whole visible spectra, with some peaks at characteristic wavelengths), the fluorescent sample has to be illuminated with a specific excitation wavelength. This is ensured by inserting an excitation filter on the illumination path. The emission filter, on the other hand, ensures that only the wavelength corresponding to fluorescence reemission gets transmitted to the sensor or to the eyepiece, whereas reflected light (at the excitation wavelength) is discarded. A dichroic mirror helps achieving this by reflecting light below a certain transition wavelength (which is chosen to be between the excitation and emission wavelengths of the fluorophore) and transmitting light above that wavelength.

4.2.1.3 Incoherent Point Spread Function

Because of the random nature of photon reemission, fluorescence microscopy is an incoherent imaging process. This means that each point of the sample contributes independently (without interference) to the light intensity distribution in the image space. Moreover, in the paraxial approximation, moving the object does not influence its image, except for a shift. From a signal-processing standpoint, a widefield microscope can thus be modeled as a linear space-invariant system in intensity. In other words, the light intensity (which is the physical value measured by a photodetector) in the neighborhood of the primary imaging plane \(z = 0\) is given by a convolution:

\[
I(x, y, z) \propto \int_{\mathbb{R}^3} \left| h_{\lambda_{em}} \left( \frac{x}{M} - u, \frac{y}{M} - v, \frac{z}{M^2} - w \right) \right|^2 \chi(u, v, w) \, du \, dv \, dw \tag{4.1}
\]

where \(M\) is the magnification of the objective (notice that the axial magnification is \(M^2\)). Here, \(\chi\) is the characteristic function of the object; it describes its ability
to convert incident light into fluorescence intensity at the emission wavelength $\lambda_{\text{em}}$ and is thus mostly related to the fluorophore concentration. The impulse response $|h_{\lambda_{\text{em}}}|^2$ is called the incoherent (or intensity) point spread function (PSF), since it defines the image of an ideal point object ($\chi(x, y, z) = \delta(x, y, z)$). For a given wavelength $\lambda$ it is defined by a 2-D Fourier transform:

$$b_{\lambda}(x, y, z) = \int_{\mathbb{R}^2} P(u, v) \exp \left( i2\pi z \frac{u^2 + v^2}{2\lambda f^2} \right) \exp \left( -i2\pi \frac{xu + yv}{\lambda f} \right) \, du \, dv \quad (4.2)$$

In this expression $f$ is the focal length of the objective. $P$ represents the pupil function, which is an indicator function that corresponds to the circular aperture of the objective. Its radius $r$ is related to the focal length by $\text{NA} \approx r/f$. Notice the presence of the depth coordinate $z$ in the phase factor—it accounts for the defocusing effect illustrated in Color Plate 2.

### 4.2.2 The Confocal Scanning Microscope

#### 4.2.2.1 Principle

In a confocal microscope ([9], Color Plate 2(b)) the illuminating point source is usually obtained from a laser. The latter illuminates a pinhole located in a plane conjugate to the sample. In this way, the light is focused onto a very small volume of the sample, and the returning fluorescence radiation is collected by a photomultiplier tube (PMT [10]). The essential difference with a widefield microscope is the detection pinhole, which drastically reduces the proportion of light coming from out-of-focus points, especially in the axial direction.

Since only one point is observed at a time, the object has to be scanned. In the $x$ and $y$ dimensions, this is achieved by using a scan mirror, which deflects the illumination beam, hence moving the illumination spot in the same plane. In the $z$ direction, the sample is usually moved mechanically by the means of a motorized stage. The ability to resolve different planes within the object is called optical sectioning and leads to a complete volumetric representation (a stack of 2-D images).

A critical parameter in this setting is the pinhole diameter, which is usually expressed in Airy units (AU). One Airy unit corresponds to the size of the central disc of the PSF of the system (Color Plate 3, second image in the bottom row). The smaller the pinhole, the better the resolution; however, this also means that less light is collected, implying a higher noise level.

#### 4.2.2.2 Incoherent Point Spread Function

The imaging process of fluorescent material can be modeled as follows: first, we have to take into account the effect of illumination, which consists of multiplying the fluorescence strength of the object by the PSF of the objective (taking into

---

7. After back-projection in the object space (i.e., dividing the effective diameter by the magnification factor).
account the scan coordinate \((x_0, y_0, z_0)\). The reemitted light intensity is then given by

\[
|h_{\lambda_{\text{ex}}}(x-x_0, y-y_0, z)|^2 \chi(x,y,z-z_0) \tag{4.3}
\]

where \(\lambda_{\text{ex}}\) denotes the excitation wavelength. The intensity at the detector is the convolution of this expression with the objective PSF, evaluated at the origin (the position of the detection pinhole):

\[
\int_{\mathbb{R}^3} |h_{\lambda_{\text{em}}}(x_0-x, y_0-y, -z)|^2 |h_{\lambda_{\text{ex}}}(x-x_0, y-y_0, z)|^2 \chi(x,y,z-z_0) \, dx \, dy \, dz \tag{4.4}
\]

where \(\lambda_{\text{em}}\) denotes the reemission wavelength. Notice that we did not indicate the magnification factors here, which is equivalent to back-projecting the image into object space; also, the returning light beams are descanned when they hit back on the scanning mirror. Since \(h_{\lambda_{\text{ex}}}\) is symmetric in \(x\) and \(y\), the final intensity PSF of the system is \(|h_{\lambda_{\text{ex}}} h_{\lambda_{\text{em}}}|^2\), illustrated in the lower part of Color Plate 3. It shows that a confocal microscope has a PSF that is more concentrated in space than a widefield one (i.e., a better resolution, especially in the axial direction).

### 4.2.3 Sample Setup and Aberrations

In an ideal optical system, wavefronts propagate without undergoing phase distortions, also called aberrations. Modern microscope optics are highly sophisticated and are corrected to high levels of precision to avoid such distortions. The optical properties of the sample play an important role in the formation and correction of aberrations. Samples are usually placed onto a glass slide and need to be covered with a glass coverslip for use with most objectives. As shown in Figure 4.5, there is an immersion layer between the objective and the sample (to increase resolution, an immersion medium with a high refractive index, such as oil, is used). To minimize aberrations, each objective is designed for a specific setup, corresponding to parameters such as the refractive index of the immersion medium, the coverslip thickness, and the imaging depth. Small deviations from these optimal values (e.g., due to temperature changes or incorrect sample preparation) can

![Figure 4.5](image_url)
introduce aberrations. A common and often unavoidable source of aberrations is the imaging depth in situations where the refractive indices of the specimen and immersion layers are mismatched. In the case where this mismatch is significant, it may result in the PSF becoming nonstationary, especially along the axial direction $z$ [11].

4.3 Detectors

Fluorescence imaging can sometimes be a real challenge due to very low light conditions. Especially for live samples undergoing fast biological changes, it may not be possible to integrate more than a few tens of photons at each sampling position. Such conditions call for very sensitive detection devices with very accurate synchronization and control.

4.3.1 Characteristic Parameters of Detection Systems

Most detectors are actually designed for specific applications and provide increased accuracy along the corresponding dimensions. In what follows, we briefly review the main characteristics of a detection device with respect to different parameters.

4.3.1.1 Wavelength

One of the critical parameters of a detector is its quantum efficiency (i.e., the average rate of incoming photons that are converted into an electronic charge). This rate strongly depends on the wavelength and is therefore also called spectral sensitivity.

4.3.1.2 Intensity

Some detectors operate by internal amplification of the light signal they receive, which leads to the notion of gain. Detectors with gain adjustment offer increased interscene dynamic range (that is, the range of intensity levels that they can adapt to) for different imaging situations. The intrascene dynamic range characterizes the range of intensities to which the sensor can respond linearly, for a given imaging situation. The maximum value, divided by the noise level, defines the peak signal-to-noise ratio (SNR). The quantization precision (number of bits per sample) must be chosen accordingly.

4.3.1.3 Spatial Resolution

For array/line (respective point) detectors, the pixel size (respective detection aperture) represents a tradeoff between resolution and noise level. Another parameter is the effective photosensitive area, which may not cover the whole detector.

4.3.1.4 Temporal Resolution

Long integration times will reduce noise but slow down the acquisition process. High readout speeds will allow faster frame rates/scan frequencies. For fluorescence
lifetime measurements, one needs to precisely know when a given event occurred, which requires high synchronization and timing accuracy.

4.3.1.5 Operating Temperature

*Cooling* is often mandatory for noise reduction.

### 4.3.2 Detection Technologies

We can distinguish between two main types of detectors for fluorescence microscopy.

#### 4.3.2.1 Semiconductor Detectors

They are based on an internal photoelectric effect and are most often encountered as 2-D or 1-D array detectors. Typical examples are charge coupled device (CCD) [12] cameras for widefield microscopy.

Figure 4.6(a) presents the structure of a CCD sensor. Its elementary building block (pixel) is a metal-oxide-semiconductor (MOS) photocapacitor, whose role is to convert photons into electric charge. While the internal conversion process can achieve rates close to 100%, the transmission coefficients of the electrodes and the insulating layer limit the overall quantum efficiency of the detection to 40% at most. To improve upon this value, the photocapacitor can be illuminated from the silicon substrate side, or *back-illuminated*. However, this requires a complex (and expensive) etching process to reduce the substrate thickness.

The accumulated charge is essentially a linear function of the number of incoming photons, until a saturation level is reached. Above that level, additional charges may diffuse to neighbouring pixels, an effect known as *blooming*. The maximum number of electrons, divided by the average number of electrons generated by noise (see the following), gives the peak SNR. High-sensitivity cameras can reach ratios of 30,000:1 or better.

In CCD detectors, the charges are read-out using an analog shift register. In the full-frame transfer scheme illustrated in Figure 4.6(a), the charges of each pixel row are sequentially moved toward the shift register by adjusting the gate voltages $P_1$, $P_2$, and $P_3$ in a periodic pattern. At the register, each row is again sequentially “emptied,” and the charges are converted to voltages that are amplified and digitized.

#### 4.3.2.2 Photomultiplier Tubes (PMTs)

PMTs [10,13] are based on the photoemissive effect. They have no intrinsic spatial resolving power and are thus mostly used in combination with a scanning system
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8. As opposed to digital shift-registers used in CMOS detectors, which allow each pixel to be accessed individually, at the expense of a reduced photosensitive area.
and a detection aperture, typically in confocal microscopes. Figure 4.6(b) shows the schematic diagram of a PMT.

When photons with sufficient energy hit the *photocathode*, they may excite electrons and induce their release inside the tube. These are directed toward the first dynode by means of a focusing electrode. There, some are reflected, while others are absorbed and can excite secondary electrons. The number of reflected and secondary electrons divided by the incoming electrons defines a single dynode gain $g$. In total, a series of $n$ dynode stages (typically a dozen or more) is traversed before
the anode finally collects the electrons that have been produced. This principle can lead to very high gains, $g''$ being of the order of $10^6$ to $10^8$. The photocathode is a key element as it determines the quantum efficiency of the system for the most part. Typically, less than 30% of the incoming photons are effectively “converted” into electrons, depending on the wavelength.

4.4 Limiting Factors of Fluorescence Imaging

Two sources act as the principal limiting factors in fluorescence imaging: (1) the instrumentation, which, apart from its inherent resolution limitation, introduces measurement noise, and (2) the sample itself, whose optical properties and emission characteristics are often nonideal.

4.4.1 Noise Sources

4.4.1.1 Photon Shot Noise

The fundamental limitation of any photodetector resides in the random nature of photon emission. The arrival of photons at the detector is well described by a Poisson process whose (statistical) intensity is proportional to the (physical) intensity of the fluorescence signal.

4.4.1.2 Background Noise

The ambient radiation, especially in the infrared domain, can also be a significant source of noise; it often requires the use of additional filters at the detection stage.

4.4.1.3 Dark Current

Among the numerous internal noise sources of the detector, thermal agitation is the most important. The higher the temperature, the higher the kinetic energy of the electrons. For semiconductor detectors, this results in so-called dark currents (that exist even in the absence of light), which tend to charge the photocapacitors when the integration time and/or the temperature are too high. For point detectors such as PMTs, thermal energy can trigger spontaneous electron emissions. Consequently, high-sensitivity detectors are very often cooled down to reduce thermal noise.

4.4.1.4 Auxiliary Noise Sources

For semiconductor devices, additional noise is generated at read-out time. In particular, the charge transfer in CMOS sensors is less efficient than in CCD chips. Both technologies are subject to amplifier noise. For PMTs, there can be fluctuations in the internal gain of the unit, which also result in noise. Finally, any detector with digital output produces quantization noise.
4.4.2 Sample-Dependent Limitations

4.4.2.1 Photobleaching

An important property of fluorophores is that they become more chemically reactive as they are being excited. Depending on the environment, they can undergo reactions that lead to permanent changes, by which the molecule loses its capability to fluoresce altogether, or becomes nonabsorbent for the specified excitation wavelength. This effect, called photobleaching, limits the total intensity of light, and, accordingly, the exposure time, until loss of fluorescence occurs. As a result, the observation time of a fluorescence-tagged specimen is limited. Photobleaching is a cumulative effect; this means that reducing the exposure time or excitation intensity will not prevent it, but merely reduce the rate at which it occurs.

4.4.2.2 Autofluorescence

Many organic molecules are naturally fluorescent, and thus even unstained biological samples can emit fluorescence in the visible domain. This autofluorescence is an important source of noise when it overlaps with the emission of a selected fluorophore, especially when the latter is sparsely expressed or exhibits weak fluorescence. This interference can render the detection of a signal very difficult.

4.4.2.3 Absorption and Scattering of the Medium

In a biological specimen, the intensity of the fluorescence signal decreases as the fluorophore’s depth within the specimen increases. This attenuation is due to the absorption and scattering of light; it strongly limits both the depth at which a fluorophore can be excited and the depth at which a fluorescence signal can be detected. These effects are not always negligible. Therefore, to obtain truly quantitative measurements, it may be necessary to develop reconstruction algorithms that take into account the space-varying and complex nature of the refractive index.

4.5 Advanced Experimental Techniques

Besides standard imaging that involves the quantitative analysis of local fluorophore concentrations, there exist more sophisticated experimental techniques for studying protein-protein interactions and for investigating biological processes at the molecular scale. Among the techniques presented here, FLIM and FRET can be performed on both widefield and confocal microscopes. The photobleaching techniques, however, are usually performed with lasers and often require the ability to

9. Scattering is the phenomenon by which particles with a refractive index different from the medium’s index partially diffuse electromagnetic radiation in all directions. It commonly occurs when the particle sizes are comparable to the wavelength.

10. Typically in the 100-μm range for one-photon confocal microscopy.
precisely define the region to be bleached; they are therefore mostly implemented on confocal microscopes.

4.5.1 FRET

Protein-protein interactions take place at scales that are too small to be resolved by optical microscopy; however, they can be detected by exploiting a mechanism called fluorescence resonance energy transfer (FRET). This process is a direct transfer of energy (i.e., it does not involve the emission or absorption of a photon) between a suitable donor and an acceptor, as illustrated in Figure 4.7. FRET is only possible between two fluorophores if the emission spectrum of the donor overlaps with the excitation spectrum of the acceptor. An example of a suitable pair of fluorescent proteins is the aforementioned CFP/YFP couple.

The efficiency of FRET strongly depends on the distance that separates the two molecules (the rate is inversely proportional to the sixth power of the distance) and

![FRET Diagram](image-url)

Figure 4.7 (a–c) The principle of FRET between a suitable donor-acceptor pair: the energy of the excited donor molecule is transferred (without emission of a photon) to the acceptor after vibrational relaxation (1). For FRET to occur, the distance between the two molecules must typically be in the range of 1–10 nm [6].
on the relative orientation of their dipole moments. This means that FRET can be used to study the optical subresolution colocalization of a labeled protein pair of interest. FRET can also serve as an indicator of conformational changes in a protein: if complementary markers are placed at the extremities of the protein, then an energy transfer can occur when the protein folds [14]. Figure 4.8 illustrates a FRET experiment.

4.5.2 FRAP

Although photobleaching has already been mentioned as a limitation, it can be exploited to study the intracellular dynamics of proteins. Fluorescence recovery

![Images from a FRET experiment](image)

Figure 4.8 Images from a FRET experiment, showing the (normalized) donor (a) and acceptor (b) channels. From these images, a computer-generated FRET-efficiency image is obtained (c). In this case, the scientists were interested in the average FRET efficiency inside a region of interest corresponding to the cell nucleus. (Courtesy of M. C. Rio, A. Baguet, and P. Kessler, IGBMC, Illkirch, France.)
after photobleaching (FRAP) consists of intentionally bleaching a small region of a cell using high-intensity light, thereby rendering it nonfluorescent. The region then regains its fluorescence as fluorophores from the surroundings enter and pass through it, which yields information about the diffusion and mobility of the labeled protein [15].

### 4.5.3 FLIM

All of the techniques discussed up to this point rely on intensity-based measurements. In the presence of autofluorescence, or when multiple fluorophores with similar emission spectra are used, it can be difficult to discriminate among the different signals. Intensity-based imaging is also highly dependent on fluorophore concentration.

In fluorescence lifetime imaging microscopy (FLIM), image contrast is generated based on the lifetime of fluorophores, which is the average time a fluorophore remains in the excited electronic state. The key point is that every fluorophore has a unique lifetime. A common method for measuring fluorescence lifetimes consists

![Figure 4.9 FLIM experiment for confirming the occurrence of FRET. The images show the fluorescence lifetime of the donor over two regions of interest corresponding to different cell nuclei. In the presence of FRET (left-hand side), the fluorescence lifetime is significantly reduced, due to the energy transfer to the acceptor. (Courtesy of C. Rochette-Egly, S. Lalevee and P. Kessler, IGBMC, Illkirch, France.)](image-url)
of exciting fluorophores with a picosecond pulsed laser source and recording the
arrival times of the emitted photons with a high-speed photodetector.

The lifetime of a fluorophore is sensitive to many environmental factors, such
as oxygen concentration, pH, and calcium ion concentration. Thus, FLIM can
be used to obtain information about the local environment of a particular fluo-
rophore. FLIM can also serve as an experimental verification that FRET occurs
(see Figure 4.9).

4.6 Signal and Image Processing Challenges

4.6.1 Data Size and Dimensionality

Modern research in biology requires quantitative experimental data. As a conse-
quence, microscopes have developed into sophisticated digital image acquisition
workstations that are capable of acquiring very large data sets of high
dimensionality.

To get a better feeling of what is involved, consider an experiment monitored
with a confocal microscope that requires the periodic (time-lapse) 3-D acquisition
of a sample labeled with two fluorophores. This yields a 5-D data set indexed
by the space coordinates \(x, y, \) and \(z\), the time \(t\), and the wavelength parameter \(\lambda\). Assuming that each image has a resolution of \(1,024 \times 1,024\) and that 32 slices
are acquired per volume every 20 minutes over 24 hours with a 12-bit quantizer,
the whole experiment results in nearly 7 GB of data. If a comparative analysis is
performed, this figure must be multiplied by the total number of samples.

Studies involving comparable or even larger amounts of data are becoming
commonplace. Even with today’s performance level of computer hardware, the
storage, extraction, manipulation, and representation of such data sets remain
complex. One major challenge lies in the design of database systems and com-
pression formats allowing for efficient retrieval and visualization (projections, 3-D
rendering—see the example in Color Plate 4).

But most importantly, signal processing is becoming an indispensable expertise
for the analysis and understanding of quantitative biological experiments; in fact,
it is increasingly considered part of the experimental protocol itself, as a way to
infer the validity of a biological model.

Without claiming exhaustiveness, we give examples of current image processing
problems in biology among five main categories: image preparation, image restora-
tion, image registration, image segmentation, and quantitative image analysis.

4.6.2 Image Preparation

4.6.2.1 Image Calibration

Calibration is an important step both for image analysis and visualization. It can
involve various preprocessing tasks such as histogram equalization, inhomogeneous
illumination compensation, background correction, or image rescaling. While these
tasks may appear relatively simple, some of them can rely on advanced signal
processing.
4.6.2.2 Image Simplification

In some cases, biological structures are too complex to be processed directly, and an image simplification step is required. To preserve the objects of interest, the operator can choose among the wide range of available tools (e.g., morphological operations, filtering, multiresolution structures, diffusion equations); application-specific solutions can also be envisaged.

4.6.2.3 Feature Detection

Biological images often present characteristic elements such as particles and filaments. The detection of these features may require the development of optimized filters [16,17], as well as multiresolution methods [18]. Here, a challenging aspect is the shape variability observed in live-cell imaging.

Experimentalists should at least be aware of the aforementioned preparation operations; otherwise, they run the risk of a significant loss of information, thereby leading to questionable results at publication time. Algorithm designers, on the other hand, should put more efforts into education and the development of user-friendly imaging software.

4.6.3 Restoration

Restoration encompasses the classical problems of denoising and deconvolution.

4.6.3.1 Denoising

Simple methods such as median filtering often need adaptation; for example, a 3-D stack may exhibit lower SNR levels as deeper portions of the object are imaged, due to absorption and/or autofluorescence. More generally, restoration methods should be based on physically realistic noise models (e.g., Poisson statistics) and take into account various noise sources (see Section 4.4). Advanced algorithms, relying on wavelet-domain thresholding strategies [19], PDE and variational formulations, or statistical frameworks, are just starting to be used in the field of bioimaging and deserve more exploration.

4.6.3.2 Deconvolution

This operation requires an adequate characterization of the underlying imaging system, which can be either theoretical (involving a PSF model) or, frequently, experimental. In the latter case, the PSF is obtained by imaging subresolution fluorescent beads, under conditions as close as possible to the actual biological preparation. By averaging, possibly with simplifying assumptions (e.g., symmetry), a relatively noise-free PSF can be obtained. For further details concerning algorithmic deconvolution methods, we refer to [20,21].

One of the main challenges is the design of computationally tractable methods that take into account the nonstationarity of the PSF, especially in the axial direction (see Section 4.2.3). A recent attempt is the expectation maximization
(EM)-algorithm proposed by Preza and Conchello [22]. In their image-formation model, the object is divided into several layers that are associated with a series of (depth-dependent) PSFs. The image of each layer is then obtained from classical (stationary) convolutions.

4.6.3.3 Other Inverse Problems

Restoration can also be considered in the wider framework of inverse problems. One example concerns relatively thick objects with surface labeling, observed under a widefield microscope. Because of the 3-D conical extension of its PSF (Color Plate 2, top row on the left), such a system has a limited depth of field; that is, only a small slice of the object around the focal plane appears sharp. To compensate for this, images at different focal depths can be taken and fused together so as to obtain a single, entirely sharp image.\footnote{This process should not be confused with deconvolution, which in particular yields a 3-D stack instead of a single image.} A state-of-the-art (so-called extended-depth-of-field) algorithm is described in [23]. Such a method can also be used to extract 3-D maps of the object’s surface.

Another problem of interest is related to the detection and localization of subresolution particles [24]. New methods are under development that take into account the 3-D nonstationarity of the PSF to achieve precision in the nanometer range [25].

4.6.4 Registration

Registration is a frequently needed postacquisition step. Here, researchers can take advantage of the availability of high-quality registration algorithms that were initially developed for medical imaging [26].

4.6.4.1 Mosaicking

Because of the limited field of view of high-magnification objectives, it can be necessary to acquire multiple images of a sample (e.g., in a mosaic scheme). Despite the high accuracy that sample stages can achieve, perfect alignment is never possible. Rigid-body registration algorithms can correct this, provided the acquired images or volumes slightly overlap [27]. Within a given stack, it might also be necessary to compensate for pixel shifts between successive images. In addition, refraction indices—and thus focusing depths—are wavelength-dependent, which can necessitate the realignment of the different fluorescence channels.

4.6.4.2 Imaging Live Samples

During time-lapse acquisitions, spatial drifts can occur due to thermal processes; the sample itself might also be subject to motion. Therefore, even if the parts of interest lie in a relatively thin slice, they may not be observable in a unique focal
plane over the whole experiment. This implies that either a stack of neighboring planes must be acquired and the planes of interest must be extracted (or fused) or a real-time focusing algorithm must be used to control the stage.

More sophisticated elastic registration may be required for compensating the deformation of living tissues or for matching specimens of comparable shape [28].

If a periodic biological process is too fast to be imaged with sufficient time-resolution (such as the repetitive 3-D flow of blood cells in a heart), a registration approach may also be applied. In [29], images over several periods are recorded and reassembled so as to obtain a single period at a high frame rate.

### 4.6.5 Segmentation

Segmentation is a mandatory step for image analysis. User interaction for the manual delineation of regions of interest is time-consuming and lacks reproducibility. The need for automated segmentation methods is therefore important (e.g., for local intensity measures, object and event counting, as well as tracking).

While simple approaches such as prefiltering and thresholding are available in commercial software packages, advanced techniques—for instance active contours [30]—have not yet been much exploited in the context of biological image analysis.

The most accurate segmentation methods are often application-dependent and typically require specific developments. For example, the tracing of neuronal dendrites can be improved using graph-optimization techniques [31].

In the context of live microscopy, it also makes good sense to adapt the segmentation methods so that they exploit temporal coherence (e.g., for the labeling of cells).

### 4.6.6 Quantitative Analysis

#### 4.6.6.1 Data Preprocessing

In multispectral imaging, each pixel consists of (possibly a large number of) intensity measures at different wavelengths (obtained using different filter sets, an interferometer, or a diffractive system). If several fluorophores are used, their spectra are likely to overlap, and channel-crosstalk must be expected. This gives raise to unmixing problems [32] that can be solved by taking separate reference images of each fluorophore (to measure its contribution to each channel) and using, for example, a singular-value decomposition [33]. Blind separation methods may also be applicable. As a general observation, the correct normalization of spectral data is critical for the interpretation of fluorescence images. Quantitative assessments using FRET or ratio imaging (comparing the relative intensities of different wavelengths) require careful preprocessing based on physical parameters such as spectrum overlap or fluorophore concentration.

#### 4.6.6.2 Model Fitting

Other advanced fluorescence techniques are based on the fitting of parametric models: in FLIM, the fluorescence lifetimes are obtained by fitting (possibly mul-
multiple) exponential trends to the photon arrival densities; in FRAP, the diffusion coefficients characterize fluorescence recovery curves [34]. Generally speaking, quantitative research often relies on the mapping of physical or biochemical models in the image and/or time domains, especially for dynamic processes.

4.6.6.3 Motion Assessment and Tracking

The diffusion of fluorescent proteins can be characterized by estimating motion fields. In many instances, it is interesting to track individual objects, which can also be a challenging task. We refer the reader to other sources that cover the broad field of movement analysis [35, 36].

4.6.6.4 Pattern Recognition and Classification; Screening

Screening experiments consist of a systematic, automated study of a large number of samples—up to several hundreds of thousands (e.g., for the study of gene function or for drug discovery). This can involve terabytes of data and several weeks of computerized analysis. Pattern-recognition and classification algorithms play a major role in this analysis. In particular, one must identify how the biological characteristics of interest translate into measurable image features. Computational complexity is a strong limiting factor, while the reliability of the methods must be thoroughly validated [37].

4.7 Current and Future Trends

In addition to the signal processing tools that have been discussed in the previous section, both the probes [6] and the instrumentation are being refined constantly. We therefore close our discussion with a description of current trends and future directions in the field.

4.7.1 Fluorescent Labels

4.7.1.1 Quantum Dots

Among the most recent developments are quantum dots [38], labels composed of a core nanometer-sized semiconductor crystal and an external protective shell. Their main advantages with respect to earlier fluorophores are their broader absorption and narrower emission spectra, resulting in brighter fluorescence. Also, they are more stable chemically and thus less subject to bleaching. These inorganic structures can be used for in vivo imaging, although they cannot be expressed by cells [39].

4.7.1.2 Labeling of Recombinant Proteins

The principle of this technique is to create fusion proteins that are not fluorescent by themselves, but which express a receptor to which a specific label can be added
at a later time [40]. The label can be chosen from a wide range of fluorophores, with properties that GFP-type proteins may not be able to provide (such as higher resistance to photobleaching and stronger fluorescence). The receptor continues to be expressed in newly synthesized proteins, but only the stained proteins exhibit fluorescence, which allows for the selective labeling of a protein population at a given point in time.

4.7.1.3 Enhanced Fluorescent Proteins

New fluorescent proteins are being developed that provide increased quantum efficiency (e.g., enhanced GFP, or eGFP, with a 35-fold increase in brightness with respect to the original GFP) or whose emission spectra are closer to infrared wavelengths (700 nm and above). These wavelengths are generally less absorbed by biological samples, hence allowing deeper observation. They are also less masked by cell autofluorescence occurring in the visible spectrum.

4.7.1.4 Photocontrolable Proteins

Recent research has also been devoted to the design of photoactivatable [41] and photoswitchable [42, 43] proteins. The former exhibit little fluorescence in their initial, quiescent state. When exposed to a strong irradiation at a specific wavelength (usually lower than the fluorescence excitation wavelength), a hundred-fold or higher increase in fluorescence brightness can be observed. For switchable proteins, strong irradiation changes both the excitation and emission spectrum. For example PS-CFP [44] is sensitive to irradiation at 405 nm, which produces a 1,500-fold increase in its green-to-cyan ratio. Both types of labels can be used to activate and observe proteins in a specific region of a cell, without the interference of newly synthesized proteins or proteins outside of the selected region. This property is useful for protein lifetime and tracking as well as cell lineage studies.

4.7.2 Advanced Microscopy Systems

We conclude this section with some of the more advanced developments in the field of optics.

4.7.2.1 Faster Scanning—Slit Detectors and Nipkow Disks

To cope with the high speed of some biological processes, the traditional confocal scanning microscope equipped with a point detector is often not sufficient. To accelerate the scanning process, a whole line can be imaged simultaneously by replacing the pinholes and the PMT by slit apertures and a linear camera. More generally, using, for example, a Nipkow-disk system [45], a 2-D illumination pattern can be shifted across the sample, allowing time lapse imaging at up to 120 frames per second. This comes with a significant tradeoff in terms of resolution, due to crosstalk between the different detection apertures.
4.7.2.2 Deeper Imaging—Multiphoton Microscopy

In a multiphoton microscope [46], optical sectioning is achieved by properties of the illumination; as a consequence, there is no need for a detection pinhole in such a system. Very short laser pulses (in the pico- to femtosecond range) are sent to the sample in brief intervals (of the order of nanoseconds). The probability that two photons encounter the same molecule, hence bringing it to its excited state and making it fluoresce, is significant only in the very central region of the illumination spot. A key advantage is that the corresponding infrared wavelengths are less absorbed by biological tissues so that samples can be imaged much deeper than with traditional confocal systems (at a comparable resolution). Photobleaching and toxicity are also reduced because the excitation intensity is effectively concentrated at the focal spot.

4.7.2.3 Increased Axial Resolution—Multiple Objective Imaging

Since the numerical aperture has such a fundamental influence on resolution, Hell et al. proposed to insert the sample between two objectives, so as to send and collect light from both sides; accordingly, they called the method $4\pi$ microscopy [47]. Using computational methods, an improvement in axial resolution by a factor of six can be achieved. Such systems are commercially available, but they suffer from limitations on the sample thickness and sensitivity to differences in the length of the two optical paths. More recently, these ideas have been applied to widefield microscopy ($\mathrm{I}^3\mathrm{M}$, [48]).

4.7.2.4 Increased Resolution—STED Microscopy

One of the most advanced microscopy techniques to emerge from the quest for increased resolution is called STED, which stands for stimulated emission depletion [49] (see also Section 4.1.1.2). The principle is to prevent fluorescent molecules outside the very central region of the illumination spot from emitting light by forcing them back to their fundamental state. This is achieved by dividing the excitation into two brief successive laser pulses, where the second pulse is red-shifted and doughnut-shaped, having zero intensity at its center. Superimposed on the focal spot of the initial pulse, it induces stimulated emission, dramatically reducing the excitation volume, hence augmenting the resolution.

4.7.3 Super-Resolution: Photoactivated Localization-Based Techniques

Photoactivated localization microscopy (PALM) [50] and stochastic optical reconstruction microscopy (STORM) [51] are novel techniques based on imaging sparse subsets of photoactivable, respectively photoswitchable, fluorescent proteins (see Section 4.7.1.4). A sparse subset of activated molecules is obtained by illuminating the sample with a short laser pulse. The sample is then imaged until the molecules are either bleached or switched off, after which the process is repeated until the pool of activable proteins in the sample is depleted or until a sufficient amount of switchable proteins has been imaged. In a post-processing step, the individual
molecules from each subset image are localized to nanometer-scale accuracy. The resulting estimated positions and corresponding intensities are then used to render a composite super-resolved image. Limited only by the number of photons collected from each fluorophore, resolutions of 10–20 nm have been reached in practice, which rivals the performance of electron microscopes.

4.7.3.1 Other Developments

Another promising technique to improve the resolution of widefield systems is structured illumination. Illuminating the object with sinusoidal patterns, combined with adequate processing, can result in a two-fold or higher [52] improvement of the microscope’s spatial bandwidth. It also yields optical sectioning properties, and the processing can be done on specific hardware for real-time observation [53].

Another approach proposed by Stelzer et al., selective plane illumination microscope (SPIM), [54] consists of projecting the light onto the object perpendicularly to the optical axis, in a diffraction-limited plane; then only fluorescence from molecules within this excitation plane is collected using a traditional CCD sensor. This system provides true optical sectioning for widefield systems.

4.8 Conclusions

Although this panorama is necessarily incomplete, we hope to have convinced the reader of the invaluable role of fluorescence microscopy in modern biology. It owes its current popularity to the GFP-like fluorescent proteins that are the key ingredient for in vivo studies of molecular processes in cells. These are currently opening up a plethora of experimental possibilities that are only beginning to be explored.

This colored revolution could clearly not have happened without numerous technological advances. In particular, progress in optics and instrumentation has been considerable in recent years; there is now a consistent trend toward nonlinear techniques, such as multiphoton and saturated illumination imaging, which, with the help of computational methods, are contributing to overcoming Abbe’s resolution barrier.

Signal processing is also at the heart of these developments and is expected to play an ever-increasing role in the field. It is already an integral part of optics and is becoming an essential tool for biologists, who rely more and more on imaging software to quantify their data.

Therefore, a crucial aspect of the research lies in the successful collaboration between signal processing engineers and biologists. In modern research institutes, imaging core facilities are expected to play an important mediating role in this interaction. Our advice to colleagues who want to be part of this effort is that they try to understand the physics and, to some extent, the biology in order to design better and more useful algorithms. We believe that it is truly worth the effort.
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4.8 Conclusions


5.1 Introduction

The modern optical microscope is a multidimensional imaging tool. It is capable of recording not only biological structures in their full three-dimensional (3-D) glory, but also a variety of biological processes occurring in cells and tissue. Importantly, it records these processes in their 3-D spatial context. For these reasons, it has become one of the great “work horses” of biological research that is widely used for diverse investigations at the subcellular, cellular, and tissue levels. The left half of Figure 5.1 illustrates some of the imaging dimensions that are accessible by modern optical microscopy.

*The spatial dimensions:* Imaging is indispensable when spatial information is important to a study. Several spatial factors influence cell behavior, including its 3-D morphology, location, orientation, structure of its microenvironment, and connectivity [1, 2]. Widespread availability of confocal and multiphoton microscopes [3–5] equipped with high-NA objectives have enabled routine high-resolution 3-D imaging of multiple structures and functional markers [6].

*The chemical dimensions:* Increasingly, the spatial dimension is imaged in combination with chemical information, largely derived from the use of fluorescent labels (dyes). A fluorescent label can be conjugated (attached) to a specific biochemical in tissue and observed optically. Currently a rather large library of fluorescent labels is available commercially, allowing most molecules of interest to be labeled with high specificity. In addition to labeling molecules of interest with a high degree of specificity, fluorescence technology allows us to label many biophysical activities of interest. For instance, voltage-sensitive fluorescent dyes indicate electrical activity in cells such as neurons [7]. Often, the properties of molecules of interest depend upon their chemical environment. Using the phenomenon of fluorescence lifetime microscopy (FLIM), modern microscopes can record environmental influences on properties of molecules [8]. Often, the proximity of two or more molecules is biologically
informative. Using a technique known as fluorescent resonance energy transfer (FRET), modern microscopes can image molecular proximity [9].

One limitation of fluorescent dyes is that they are extrinsic substances that are not naturally present in cells and may affect the behavior of cells. They may even be toxic to cells. Interestingly, there is a method by which a cell can be tricked into manufacturing proteins that are naturally fluorescent. By carrying out a process known as gene transfection, it is possible to create a genetically modified cell that produces one or more fluorescent proteins whenever a chosen gene is transcribed [10]. These proteins are either structurally or functionally useful or mere reporters that indicate an event occurring inside a cell. A large number of such fluorescent proteins and transfected cells and animals are available for investigational use [10]. By using fluorescent protein technology, it is possible to observe specific structures and dynamic processes in living tissue.

By using multiple fluorescent labels simultaneously—a technique known as fluorescence multiplexing—contemporary microscopes can image multiple biochemicals simultaneously in their relative context. By choosing what biochemicals are labeled, fluorescence multiplexing can be made to reveal multiple structures and functional processes in their spatial context, revealing interrelationships among them. Indeed, measuring such relationships is a major focus of this chapter. We call it associative image analysis.

As a concrete example, the left panel in Color Plate 5 is a schematic diagram showing a subset of the tissue entities that come into play when a neuroprosthetic device (shown in gray) is inserted into cortical brain tissue [11, 12]. Brain tissue is a truly complex system composed of multiple interacting neuronal and glial cell types, immune system cells, and microvasculature [13]. A number of dynamic phenomena, including molecular gradients, reactions, transport, cell divisions,
migrations, and tissue reorganization are triggered by device insertion. These “reactive responses” culminate in functional isolation of the device and limit its useful lifetime to about 6–8 weeks [14].

Understanding brain tissue as a system is essential to developing the next generation of longer-lasting neural implants. To develop such an understanding, it is essential to measure each of the tissue constituents, as well as their spatio-temporal and functional interactions. Fluorescence light microscopy is uniquely suitable as a tool for enabling such measurements. The right panel of Color Plate 5 shows a 3-D confocal image \((1,024 \times 1,024 \times 83 \times 5)\) recorded using a Zeiss LSM-META microscope with spectral unmixing software [15]. This image has five fluorescent channels labeling cell nuclei, microglia, vasculature astrocytes, and Nissl-positive neurons (Nissl). Such simultaneous imaging has the key advantage of capturing the relative spatial relationships among the labeled entities.

Although complex and voluminous, this image is but a partial snapshot of the complex brain tissue. A more complete description can, in principle be obtained by using more fluorescent labels. Alternately, such a description can be assembled computationally from a series of such images that record different combinations of molecular species of interest in an overlapped manner. Another aspect of a more complete description is improved spatial resolution and greater spatial extent (with automated montaging [16]).

*The temporal dimension:* It is now possible to record a sequence of images of living cells and tissue periodically over extended durations without damaging them. This technique is known as time-lapse imaging. When 3-D spatial imaging is combined with time-lapse, the end result is a four-dimensional (4-D) movie. When multiple fluors are imaged three-dimensionally over time, the result is a five-dimensional (5-D) movie.

*Other physical properties:* Many of the structures and processes in tissue are revealed via certain physical properties that can be recorded by microscopes, often without the use of extrinsic labels [17–22]. For example, spatial and temporal fluctuations in refractive index and polarization properties of optically transparent tissues reveal structural and functional entities in tissues.

*Supporting infrastructure:* It would be naïve to think of the modern optical microscope as being composed mainly of optical components. They are supported and empowered by a variety of technologies ranging from optical and mechanical instrumentation through software algorithms. Software is arguably the most enabling aid. Deconvolution [23] software is widely used for improving the axial resolution of 3-D images, and has improved in speed and effectiveness. Unmixing software [15] enables multispectral microscopes such as the Zeiss META to allow imaging of multiple markers even when there is spectral overlap [24, 25]. In addition to software tools, improved instrumentation for controlling the cell environment, sensitive cameras, faster scanners, and multiphoton imaging enable long-term live-tissue imaging [26, 27]. High-throughput specimen preparation and imaging systems [28] are now available commercially (e.g., GE, Ventana, Inc., Cellomics, Inc.). Current trends point toward continued increase in resolution along spatial, spectral, and temporal
dimensions, adoption of new methods like FRET and spectral FLIM [8], and growth in throughput of tissue processed.

The impetus for multidimensional microscopy is modern biology. Even as optical microscopy and its associated technologies have advanced, the world of biology has undergone an equally dramatic transformation. Importantly, the entire human genome, and the genomes of important model organisms have been mapped. The science of genomics has ignited a second revolution—the science of proteomics.

The central dogma of molecular biology states that a gene is transcribed into messenger RNA (mRNA) that is translated into a protein. The contemporary view is that the static genome, comprising all the genes in an organism, is translated into the dynamic transcriptome comprising all the possible mRNAs that collectively give rise to the proteome comprising all the proteins in the organism. This view is more complex and more realistic, although harder to comprehend.

The public availability of large-scale databases containing the entire genome, and significant portions of the transcriptome and proteome, over the ordinary Internet is transforming the very manner in which biology is practiced. It is increasingly practical to bring into consideration the entire genome/proteome, or a major subset thereof, in order to solve a biological problem. This is an unprecedented level of leveraging. The successes of genomics and proteomics have in turn inspired numerous other mapping efforts—many of their names end in “omics.” For example, the mapping of signaling pathways in cells and tissue leads to the “signalome.” The mapping of cell types leads to the “cytome.” Finally, efforts are underway to link many of these databases to allow information to be related. In summary, modern biology is supported by a powerful knowledge/informatics infrastructure that has set the stage for a permanently rapid and further accelerating rate of advance in the life sciences.

The combination of knowledge infrastructure and modern instrumentation is enabling biologists to adopt bold new ways to do their work. It is also enabling them to do a lot of things faster and more effectively. From our standpoint, there is a shift from reporting of qualitative observations toward quantitative reporting. There is also a shift toward computational biology—a science that uses computation as an essential tool in the pursuit of biological knowledge. Traditionally, biology has been practiced in a reductionist style in which one strives to isolate a particular molecule, perhaps a gene or a protein, a signaling pathway, or a chemical reaction that is responsible for a particular structural or functional effect in a cell. In practice, one proposes a series of scientific hypotheses that are tested by experiment. Hypothesis testing requires one to compare unmodified normal (control) biological materials (cells, tissue, and so on) against treated (test) tissue.

The common types of treatments are indicated on the upper left portion of Figure 5.2. For example, scientists in the drug development industry are constantly subjecting test tissue to candidate drug compounds. As one attempts to compare the control and test samples in a careful manner, it is necessary to obtain quantitative measurements, so we can measure the statistical significance of the observed differences in tissue. Whenever there is a need for measurements with a spatial
5.1 Introduction

Figure 5.2 Hypothesis testing—the traditional method of science. In a hypothesis test, measurements of normal and test tissue are compared statistically, resulting in either a validation or negation of the hypothesis. The results of a series of such hypothesis tests lead to an overall model of a system’s behavior. We are interested in image-based measurements in service of hypothesis testing.

Increasingly, hypothesis-driven research is being replaced by integrative systems biology and discovery-driven research. Integrative systems biology treats a cell or a tissue as a complex system. A system is composed of multiple components that interact. Importantly, the interactions among components give rise to properties and behaviors, often referred to as emergent behaviors not observable in any individual component. Many of these systems are dynamic in nature, and can be observed by time-lapse imaging. One everyday example of a system is a watch—its behavior results from carefully orchestrated interactions among its many components. Merely putting all of the components of a watch in close proximity does not produce its behaviors.

From a systems perspective [29], modern microscopy is invaluable for its ability to record molecular species in the spatial context of intact tissue, unlike biochemical assays, gene arrays [30], and flow cytometry [31]. Combining the spatial, chemical, temporal, and physical dimensions, it is possible to image processes such as gene transcription, region-specific co-localization and transport, signaling, cell division, migration, development, tissue reorganization, and protein localization in their complete spatio-temporal context [32, 33].

Systems biology can be thought of as the building of a simulator for the living system of interest. Naturally, we are interested in measuring the “realism” of this simulator. This can be done by observing the living system under a microscope and making measurements from the collected images. These measurements can be compared against the measurements generated by the simulator. The difference between the predicted and actual measurements is the modeling error. By analyzing this error, we return to the drawing board and refine the simulator, and the
Figure 5.3 Illustrating computational systems biology. The computational model is used by the “simulator” to predict cell/tissue properties as a function of cell microenvironment parameters and applied stimuli. These properties are measured and compared to the predictions. Differences lead to refinement of the model, the simulator, and new cell culturing parameters. We are interested in image-based measurements in service of systems biology.

underlying model of the system that it is based on. Figure 5.3 illustrates the manner in which systems biology is practiced.

In discovery-driven research, one collects extensive lists of measurements of system components without any hypotheses in mind. The measurements are analyzed to generate hints or “leads” about the system. Discovery-driven studies have been inspired by the availability and affordability of automated instruments and plentiful computing capacity. Many of these instruments operate in a high throughput manner in which multiple (often hundreds or thousands of) experiments are conducted in parallel rather than in sequence. The left half of Figure 5.4 illustrates a high-throughput experiment in which two parameters $\alpha$ and $\beta$ are varied systematically to generate an array of specimens that can be processed as a single unit. These parameters could, for example, represent a drug candidate and a modifier, applied at various concentrations. A single measurement is made for each specimen (indicated as a blue dot in Figure 5.4). The optimal combination of $\alpha$ and $\beta$ can be identified rather quickly compared to the situation in which the same set of experiments are carried out in a serial manner. High-throughput experimentation can also be inexpensive compared to serial experimentation, making it attractive for discovery-driven research.

The idea of high-throughput experimentation can be combined with another powerful idea—high content experimentation. In this paradigm, a large number of structural/functional measurements are collected for each specimen. This idea is illustrated in the right half of Figure 5.4. The multicolored dots indicate multiple measurements for each specimen.
The end result of modern optical microscopy is an already large and still growing wealth of image data. There is a compelling need for technologies to translate this wealth of imaging data into quantitative insight. Two types of needs exist: (1) analysis of complex data sets involving interactions among multiple structures and functional markers, and multiple imaging dimensions; and (2) analysis of large batches of such images. Quantitative measurements are needed in contexts ranging from hypothesis testing, drug discovery, assay development, high-throughput assays, quantitative tissue engineering, cytomapping [34–36], and matters relating to bioinformatic efforts including ontologies [37] and systems biology [38].

In addition to the traditional need for measurements of cytologic and histologic structures, there is a pervasive need for measuring structures and functional markers in relation to each other, and measuring changes of these measurements over time (i.e., dynamics). It is desirable to do this rapidly, objectively, and accurately, with utmost automation, maximum fluorescence multiplexing, maximum sensitivity, and specificity, using fewest animals, and at minimum cost.

However, the principal barrier that remains to be overcome is the need for automated image analysis technologies that can extract informative object-scale measurements from such images in support of system-level investigations.

Importantly, these measurements should be meaningful and appropriate for systems analysis. Analyzing a complex system first requires identifying and measuring each component of the system. For the example in Color Plate 5, it is necessary to identify and delineate all of the cell types in the image, trace all the neuronal and glial processes, identify cell-cell connectivity, delineate the microvasculature and identify the branching points, and delineate the pial surface and the implant insertion site. For each of these structures, a large number of useful structural measurements can be computed. However, this is not sufficient—analyzing a complex system also requires measuring the structural and functional relationships and interactions among the components. For instance, the locations and orientations of each type of cell relative to neighboring cells of different types, the microvasculature, to the pial surface, and to the implant insertion site are instances of such measurements. At a higher level such measurements are needed as a function of
distance from the implant, over time, under various types of pathological conditions and drug treatments.

This example is not an isolated instance by any means. The adult neurovascular stem cell niche is an excellent example of an application with similar needs [1, 2]. This is a multicellular three-dimensional structure with specific structural and functional interrelationships between the different cell types, the vasculature, and the lower ventricle. Multiple cell types in the niche are related by lineage, express different combinations of markers, and have specific asymmetries and orientations relative to the vasculature [39–41]. The niche is also characterized by dynamic cell migration behaviors. Tumors are another example of a complex microenvironment [42].

The past decade has resulted in large open-source segmentation and registration toolkits such as the NLM-sponsored Insight (www.insight.org). However, they are not integrated within a logical framework specific to modern microscopy and contemporary tissue-level biology [38, 43]. There is a compelling need for integrative tools that can accept a high-level task specified by a biologist and translate it into a series of subtasks, invoking appropriate image analysis algorithms with suitable settings. Finally, there is a need for tools that can rapidly scale up a small prototype study to a large batch of images. The methods described in this chapter are specifically designed for the capabilities of modern optical microscopy and the image-based measurement needs of contemporary tissue-level biology.

5.2 A Divide-and-Conquer Segmentation Strategy

Segmentation is the automatic delineation of objects in images. Its output is a set of objects. It is the most challenging image analysis step, and its accuracy has a direct bearing on the accuracy of the image-based measurements of ultimate interest. The best-available segmentation algorithms are model based (i.e., they rely on a mathematical model describing the expected range of morphologies and intensity patterns of the objects to be delineated).

Referring to Color Plate 5, brain tissue contains structures with extremely diverse morphologies. This observation has motivated us to consider a “divide-and-conquer” strategy. Specifically, it is very practical now to label each of the bio-molecules of interest using highly specific fluorescent labels and good specimen preparation protocols. Furthermore, spectrally resolved fluorescence microscopy combined with spectral unmixing can cleanly separate the emission spectra into a set of pure channels (i.e., channels containing only one type of object belonging to a known morphological class most of the time). Mixed channels containing more than one object type are still possible, but increasingly rare (we later describe methods to handle such cases).

We are primarily interested in fluorescence microscopy at the cell and tissue level (20–100 x objectives). Within this realm, we have found that, in spite of the variability in biological forms, it is possible to identify a “short list” of frequently occurring morphologies of biological entities—blobs (B), tubes (T), shells (S), foci (F), plates (P), clouds (C), and manmade objects (M). These morphologies are illus-
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A short list of object morphologies frequently observed in fluorescence cell/tissue imagery: B = blobs; T = tubes; S = shells; F = foci/punctae; P = plates; C = clouds; and M = manmade objects. A collection of mathematical models describing variations of these geometries guides the modular divide-and-conquer segmentation strategy. Commonly, blobs correspond to cell nuclei, tubes correspond to neurites/vasculature, shells correspond to nuclear/cell membranes, foci represent localized molecular concentrations such as mRNA at the site of transcription and adhesion sites, plates correspond to basal laminae, clouds correspond to cytoplasmic markers, and manmade objects correspond to implanted devices. This “short list” of morphologies is valid for the proposed biological studies—our working hypothesis is that it is applicable more broadly. These morphologies and their most common variations can be captured by a library of mathematical models. These models manifest as a library of segmentation algorithms, each specialized to handle one of these morphologies. In summary, a relatively small collection of segmentation algorithms (a few for each morphological class) can enable analysis of a surprisingly diverse application base. The morphological class of a fluorescently labeled entity is easily specified by the biologist, so we do not presume to determine that automatically. Such a divide-and-conquer segmentation strategy requires simpler segmentation programs that do not need to grapple with a mixture of objects types. Specialized algorithms can achieve higher levels of automation, accuracy, speed, and robustness.

Once the segmentations are validated, we can compute image-based measurements. The output of segmentation programs is a set of objects in each imaging channel. From a quantitation standpoint, these objects represent one of three types of biological entities: (1) a volumetric compartment; (2) a surface with negligible volume; or (3) a functional signal that could be distributed over compartments/surfaces/curves. In other words, each object in the image has one of three
**operational interpretations.** This information is provided by the biological investigator while describing the image data. The diversity of biological investigational objectives implies that different measurements are important for different studies. Nevertheless, the types of measurements of interest can be classified into two broad categories: (1) intrinsic, and (2) associative. *Intrinsic measurements* quantify the features of objects in a single channel. *Associative measurements*, on the other hand, quantify relationships between objects from one or more channels.

These considerations motivate the processing architecture illustrated in Figure 5.6.

The following paragraphs summarize methods to segment some of the main morphological classes noted earlier.

**Blob segmentation algorithms** are discussed first. The seemingly straightforward task of segmenting blob-like objects such as fluorescently labeled nuclei continues to present challenges, especially when high levels of accuracy, automation, and reliability are required. The main sources of errors in blob segmentation include structural irregularity, intrimage and interimage variability (natural variability as well as variations due to drifts in staining protocols, and imaging instrumentation), ambiguities associated with tight clustering of blobs [44, 45], clusters with multiple types of blobs, modeling inadequacies and ambiguities, weak cues for separating clusters, low axial resolution compared to the lateral resolution, low contrast, nonuniformity of fluorescent signal, and imaging noise. Other sources of error include depth-dependent attenuation, the anisotropic point spread function, and artifacts from tissue sectioning resulting in nuclei that are cut off or damaged.

**Model-based segmentation algorithms** have to date demonstrated the highest levels of segmentation accuracies [46–49]. Various methods have been proposed for object modeling in the literature (e.g., shape based modeling [50–54] and deformable modeling [55–58]). Deformable methods based on active contours and level-set based methods are widely used in medical image segmentation [59–62]. From the standpoint of high-throughput or large-scale nuclear segmentation, these methods are impractical at present. They are computationally too expensive, especially since the number of nuclei is large (typically thousands). Second, they lack the ability to split clusters of objects in a general manner. Finally, they depend on
effective initialization and are prone to drastic failure modes, such as “leakage” of a contour. Graph cuts \[63\] have been proposed for image segmentation problems where the cost of the cut corresponds to an energy function incorporating low-level information such as boundary and regional constraints. Although this method can compute globally optimal solutions, it has been difficult to include high-level information and split clusters of objects. For the core FARSIGHT blob segmentation algorithms, we use a multiple model-based extension \[64\] to our earlier algorithm \[48\], the main steps of which are illustrated in Figure 5.7.

The preprocessing step suppresses variations due to imaging noise, textural variations, and imaging artifacts. This enables adaptive thresholding to be used to extract connected groups of blobs. The watershed algorithm \[65\] is widely used for separating connected blobs. It is efficient, but prone to over-segmentation. In our prior work, we have made several enhancements to this algorithm. First, we have developed a method to filter markers extracted. The watershed uses markers based on the geometric distance map \(D\) \[66\]. We filter these markers to eliminate points that are too close to each other \[67\]. Next, we have \[68\] shown that the distance map \(D\) can be modified to include the intensity gradient field \(G\) as an additional cue using the following dimensionless modifier formula.

\[
D' = D \times \exp \left(1 - \frac{G - G_{\text{min}}}{G_{\text{max}} - G_{\text{min}}} \right)
\]

(5.1)

where \(G_{\text{min}}\) and \(G_{\text{max}}\) are the minimum and maximum values of the intensity gradient \(G\). Reliably overcoming the remaining errors requires mathematical modeling of the blobs. We model blobs based on two types of features—morphological features such as volume, shape factors, convexity, and eccentricity, and intensity features such as median intensity, variance, and texture measures. The probability distribution of blob feature vectors denoted \(X\) in the model. It is estimated from a set of training examples. These examples can be drawn automatically from the image data using an unsupervised algorithm as in \[48\], and/or from user-provided examples. In either case, the user can inspect and, if necessary, edit the examples. In our work, we use a nonparametric Parzen density estimate for modeling the distributions of feature vectors \(X_j\) of these example blobs \[69, 70\]:

\[
p(X) = \frac{1}{N} \sum_{j=1}^{N} \phi(X - X_j, w)
\]

(5.2)
where $X_j$ is $j$th sample, $\phi(\cdot)$ is the Parzen window function, and $w$ is the window width [69]. For the window function, we use the Gaussian:

$$
\phi(X, w) = \frac{1}{\sqrt{(2\pi w^2)^m |\Sigma|}} \exp\left(-\frac{X^T\Sigma^{-1}X}{2w^2}\right)
$$

(5.3)

where $\Sigma$ denotes the covariance matrix of the $m$-dimensional feature vector $X$. When the window size $w$ is small, the influence of each training sample is limited to a small region. When it is larger, the distribution is smoother. We set $w$ to the distance $d$ from $X$ to the $k$th nearest neighbor among all the sample points [71]. To reduce computation, we ignore samples whose distance $d > 3w$. One important aspect of brain tissue is the diversity of cell types with correspondingly diverse nuclear morphologies. To model this diversity, we use multiple models, one for each cell class $c$. In summary, the overall posterior probability for modeling blobs of class $c$ can be written as follows:

$$
p(M_c | X) = \sum_{j=1}^{N_c} \phi(X_j, w)p(M_c)
$$

(5.4)

where $N_c$ is the sample size, $X_j$ is the $j$th feature vector, and $p(M_c)$ is the a priori probability of class $c$. This model also provides us with a confidence score measuring how well each object fits the model $M_c$ based on its feature vector $X$. We will first use the confidence score to preextract all objects in the image for which the confidence value is high, representing well-segmented objects. Subsequent computations dwell on the ambiguous cases representing clusters that must be broken and/or fragments that must be merged. Finding the optimal combination of these operations is a combinatoric search problem. Our approach is to make this search efficient by building a region adjacency graph [72] to limit the search to neighboring fragments. We then construct a hierarchical merging tree to efficiently explore feasible merging decisions [48]. For each possible decision, we will compute the confidence score under each model $M_c$, and pick the highest-scoring model. Figure 5.8 illustrates multiple-model based fragment merging for hippocampal cell nuclei using two models $M_1$ and $M_2$ corresponding to neuronal and glial nuclei, respectively. The lower panels show two example merging trees, where the nodes with highest confidence scores are highlighted. The merging tree for object 72 indicates the need to merge it with object 180 under model $M_1$. Object 113, on the other hand, is not to be merged with any other object, since it has the maximum score by itself under model $M_2$. This method achieves a segmentation accuracy of 93.7 percent and a classification accuracy of 93.5 percent over five different brain regions (CA1, CA3, barrel cortex, gustatory cortex, and dentate gyrus). Much remains to be done to further improve the accuracy of nuclear segmentation. Recent papers have focused on improving the quality of markers provided to the watershed algorithm [73] and alternatives to watershed based on graph cuts [74].

Tube segmentation algorithms (T) are discussed next. Two families of algorithms have emerged for segmenting tube-like structures in biological images, one based on skeletonization [75, 76], and the other on recursive tracing [77–80]. Broadly, the latter greatly outperform the former in terms of speed, robustness to
image complexities, and segmentation accuracy [81], and form the focus of our efforts. One recently developed algorithm [82] has been particularly successful. This algorithm is based on modeling the local geometry of tubes using a cylindroidal superellipsoid [83, 84]. The implicit form of the superellipsoid is given by [85]:

\[ S(x : \varepsilon) = \left( |x|^{\frac{2}{\varepsilon_1}} + |y|^{\frac{2}{\varepsilon_2}} + |z|^{\frac{2}{\varepsilon_3}} \right)^{\frac{\varepsilon_3}{\varepsilon_1}} \]  

(5.5)

where \( x = (x, y, z) \) are Cartesian coordinates, and \( \varepsilon = (\varepsilon_1, \varepsilon_2) \) are shape control parameters. For \( \varepsilon_1 \approx \varepsilon_2 \approx 1 \) this generates ellipsoidal forms appropriate for modeling blobs. The 3-D geometry can be represented computationally using a triangular mesh following Bardinett et al. [86]. It can be geometrically transformed by a function \( T(x; \sigma, \phi, \mu) \) consisting of scaling parameters \( \sigma = (\sigma_1, \sigma_2, \sigma_3) \), a \( 3 \times 3 \) rotation matrix \( R(\phi) \), and a \( 3 \times 1 \) translation vector \( \mu \). This transformation must be implemented using quaternions [87] to avoid a numerical instability known as gimbal lock. The function \( S(T^{-1}(x; \sigma, \phi, \mu) : \varepsilon) \) is equal to 1 on the ellipsoid surface, is less than 1 in the interior, and greater than 1 on the exterior.

This model is flexible enough for modeling variations while providing strong constraints on vessel morphology, and yet offers much lower dimensionality compared to deformable models. It is more robust to neighboring structures compared to Hessian-based methods [88]. It extends to the more general class of star-shaped superquadrics [89] that allows us to capture boundary variations while preserving topology. With \( \varepsilon_1 \leq 1 \) and \( \varepsilon_2 = 1 \), the superellipsoid in (5.5) is constrained to cylindroid forms. The first parameter sets the “squareness” of the model as
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illustrated in Color Plate 6(a, b). This model can be rigidly transformed using the transformation $T(x; \sigma, \phi, \mu)$ as described earlier for blob segmentation. In addition, following the work of Solina et al. [89], the model can be linearly tapered by a slope parameter $s$, and bent by a turning parameter $\gamma$ (Color Plate 6(c)). For convenience of notation, we denote the complete vector of geometric transformation parameters $\Theta = [\sigma, \phi, \mu, \varepsilon, s, \gamma]$. With this notation, the function $S(T^{-1}(x; \Theta) : \varepsilon)$ is equal to 1 on the model surface, less than 1 in the interior, and greater than 1 on the exterior.

For modeling the intensity (appearance), we rely on the median intensity level, and the expected variation due to staining or noise. For a given class of images, we directly estimate these model parameters from examples of small vessel segments provided by the user. For modeling image noise, we use a Gaussian in most cases and a Poisson model when the photon density falls below about 50 counts per pixel. To robustly fit the model $V(x : \Theta)$ to the local image data, we use the IRLS algorithm [90].

$$\hat{\Theta}, \hat{I}_\Omega, \hat{I}_\Delta, \hat{I}_E = \arg \min_{\Theta, I_\Omega, I_\Delta, I_E} \sum_x \rho(I(x) - V(x : \Theta)/\sigma)$$

The overall tracing algorithm starts with a crude initial estimate, named “seed points” of vessel locations over a grid (table in Color Plate 6(d)). The earlier model is fit to the image data at each seed point, and a statistical confidence value is computed. Then the model is shifted by a small step size $\Delta \mu$ along the major axis, and fitted again. This process is iterated repeatedly to trace the primary structure (“backbone”) of a tube [83]. The tracing is stopped when the confidence value falls below a set threshold, or a previous trace is encountered. For additional details, the reader is referred to [82].

This algorithm robustly traces the primary structure of neurites and vessels with negligible deviations at secondary structures. For regions that deviate in predictable ways, such as spiny neurons, we use a family of secondary geometric models. In this case, the overall local geometry of a tube is described by the primary model attached to a permissible secondary model. The geometry model must be coupled with an intensity model and fitted to image data. Branch points represent regions of the image that violate the tube model. Our method for optimal extraction of these important locations is to first perform an initial detection of branch points from trace intersections [91]. Then, we perform a generalized hypothesis test in which the orientation and width of the candidate segments are varied, and the settings with the highest likelihood are chosen [92]. This method is extremely effective (Figure 5.9). Compared with our earlier algorithm that has a detection rate of 84 percent [93], this method yielded a 91 percent detection rate with a comparable 11 percent false positive rate. It is able to localize the branch point to within 1.2 pixels on average, compared to a 2.4 pixel error in the prior method.

Cloud segmentation algorithms (C) are discussed next. Cytoplasmic stains commonly produce irregular cloud-like structures surrounding nuclei. Delineation of the foreground of a cloud from the background can be readily accomplished using adaptive gray-scale segmentation algorithms [94]. Challenges arise in two specific cases: (1) there is significant depth-dependent attenuation of the signal, so com-
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**Figure 5.9** The statistically optimal model-based method for refining branch point locations and angles.

pensation must be made, and (2) cloud signals from overlapping objects need to be separated. For the former, attenuation correction software [95] can be used. For the latter, Voronoi cells can be used to segment connected clouds into smaller components (usually one component per cell). From an intensity standpoint, the cloud could either be smoothly distributed in space, or have a texture (e.g., actin filaments). In this case, texture-based segmentation algorithms are appropriate.

- **Segmentation methods for foci/punctae (F):** Best exemplified by FISH signals, adhesion foci, these objects can be treated as either small blobs, or small clouds consisting of high-intensity voxels extending axially to a few slices [96–105]. While blob/cloud segmentation algorithms could be used for them, it is advantageous to process them differently. While blobs and tubes are more likely spatial compartments, foci represent functional signals. Foci-containing channels can be preprocessed with noise removal, background subtraction, normalization, and autofluorescence correction algorithms. Then, they can be thresholded adaptively, and further processed based on size, shape, and intensity [96], or extracted by recursive reconstruction [103]. Clusters of foci can be separated by the watershed algorithm to enable correct counting, and foci below a set size are usually discarded as noise [94].

The main consequence of errors in segmenting foci is proportional errors in functional measurements since a large number of these are usually processed. The main sources of errors are imaging noise and uneven staining. The most common types of errors include missed foci, false detections, clustering or splitting of foci, and errors in intensity measurement. Due to the great variation of foci in size, shape, and intensity across different images or even within a single image, it is highly desirable that some parameters such as foreground threshold can be calculated adaptively.

- **Segmentation methods for plates (P) and hollow shells (S):** Membranes/laminae play an important role in biological systems. The challenge to segmenting these structures is their small (often, subresolution) spatial footprint. One common case occurs when the basal lamina of a blood vessel is fluorescently labeled but is too thin to be segmented reliably using the
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**Figure 5.10** The use of a surface segmentation algorithm for delineating vessels when a protein on the thin vessel membrane is fluorescently tagged. (a) Deconvolved projection image of brain vascular basal lamina (1,024 × 1,024 × 77 voxels, lateral resolution 0.35 μm, axial resolution 0.85 μm). (b) The small boxed region of the image is shown enlarged in Panel B. (c) Closeup rendering of subsampled surface segmentation and triangulation for the small boxed region on the upper left in panel A. (d) Result of medial surface extraction (thinning). (e) Color-coded display of full surface segmentation. Darker gray values indicate regions of high positive and negative curvature (inner walls of vessels and protrusions); lighter colors indicate regions of medium curvature.

Tube segmentation algorithms. In these cases, robust surface detection and mesh extraction algorithms from computer graphics (e.g., marching tetrahedra [106]) are more effective compared to tube segmentation algorithms [107] (Figure 5.10). From a measurement standpoint, the fractal nature of surfaces [108–110] makes naïve measurements of surface area unstable and requires care. Specifically, any measurements should be restricted to a specific spatial scale. In analyzing tissue, one measurement of particular importance is the relationship of cells to the vasculature. Most of these measurements can be made using the Euclidean distance transform with respect to the outer vessel membrane [111]. Unlike surface area measurements, these distance measurements are unproblematic.
5.3 Computing and Representing Image-Based Measurements

As noted earlier, segmentation and object extraction sets the stage for making diverse object-scale measurements from the image data. Broadly speaking, the types of measurements of biological interest can be classified into two broad categories: (1) intrinsic, and (2) associative. **Intrinsic measurements** quantify the features of objects in a single channel. **Associative measurements** quantify relationships between objects from one or more channels.

The intrinsic measurements of each object are directly determined by its morphological class. They are commonly referred to as “object features” in the image analysis literature. Table 5.1 lists examples of common intrinsic measurements for the seven main classes. It is by no means comprehensive. Algorithms for computing object features are widely described in the literature [49, 114].

Intrinsic measurements can be stored in a manner that is linked to objects. Specifically, most object extraction algorithms also yield a unique identifier (“object ID”) for each object. For example, an object identifier may point to a specific row in a table, database entry, or XML file in which the intrinsic features for that object are stored.

Associative measurements quantify spatial and/or temporal associations/relationships between objects extracted by segmentation. The complex brain tissues of interest to us contain a dense web of interesting spatial, temporal, and functional relationships. Spatial relationships among objects include proximity, adjacency, orientation, and connectivity. Temporal relationships include dynamic aspects such as cell migration, transport of biochemicals, and causal relationships among cellular events. Functional relationships are often intimately related to structural and/or temporal relationships, and the most important of these are indicated by the presence/absence, variations, and spatial transport of specific molecular constituents of tissue.

**Table 5.1** Common Intrinsic Measurements

<table>
<thead>
<tr>
<th>Object Morphology</th>
<th>Examples of Intrinsic Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blobs</td>
<td>Location, diameter, volume, shape factor, surface area, eccentricity</td>
</tr>
<tr>
<td>Tubes</td>
<td>Centerline, surface locations, local diameter, branch points</td>
</tr>
<tr>
<td>Shells</td>
<td>Thickness, shape factors</td>
</tr>
<tr>
<td>Plate/Laminae</td>
<td>Thickness, surface area</td>
</tr>
<tr>
<td>Manmade objects</td>
<td>Location, pose</td>
</tr>
<tr>
<td>Foci</td>
<td>Location, brightness, diameter</td>
</tr>
<tr>
<td>Cloud</td>
<td>Brightness, texture measures</td>
</tr>
</tbody>
</table>
Given the large number of constituents in most types of tissue, a combinatorial number of associations can be imagined. However, a much smaller set of associations is biologically relevant and immediately useful. Regardless, it is important to choose a good representation that is capable of representing any and all associations among objects and their features (intrinsic measurements). Traditional two-dimensional representations such as tables and charts are often inadequate to capture the information in the network of associative measurements. To overcome this limitation, we have examined attributed graphs as an effective representation. In this representation, an association can be described in terms of graphs in which each object is a node with a set of attributes (intrinsic measurements of the object), and each association is a link. Nodes and their attributes are uniquely identifiable by their global object IDs. The attributes of each link are contained in a list of measurements arising from associating the respective objects. It is uniquely identifiable by the global IDs of the associated objects. In principle, one can propose a large number of associations between a set of objects. However, a much smaller set of associations are biologically meaningful, plausible, relevant, and interesting.

Graphs offer many advantages. First, they are supported by graph theory, a well-studied mathematical discipline that is specifically intended for abstract (application-independent) representation and analysis of any and all relationships [115]. Second, general-purpose software tools are available for visualizing and analyzing graphs (e.g., Graphviz, www.graphviz.org). An attributed graph is composed of nodes representing objects and links representing associations among objects. Attached to each node is a list of intrinsic measurements (attributes) of the object, and attached to each link is a list of associative measurements quantifying the relationship. From a practical standpoint, the graph data structure can be represented conveniently as an extensible markup language (XML) file. This is a widely used data format that is both human and machine readable. Once an attributed graph is constructed, it can be queried to answer specific questions using common tools such as database query tools and spreadsheets. This is flexible, general, and extensible in the future.

The following paragraphs describe some of the basic classes of associative measurements.

**Distance-Based Associative Measurements**

The geometric distance between a pair of objects is a simple yet powerful basis for association. Until recently, large-scale distance computations were computationally expensive. Fortunately, developments in computational geometry have produced efficient algorithms for computing dense 3-D Euclidean distance maps. These algorithms perform a rapid computation of distances to a chosen set of objects \( \{O_m(c_i), m = 1, 2, ..., M\} \) from each voxel \( x \) in the image [66]. A particularly relevant class of such maps is the signed distance map [111] that not only provides a distance readout \( D_{\{O_m(c_i)\}}(x) \), but also the coordinates of the nearest object location. For example, consider a signed distance map computed for the segmentation of cell nuclei. This map can be looked up at any point \( x \). If the distance is zero (or close), the chosen image point is on/near the surface of the nuclei. A negative distance value indicates that the point is internal to the nuclear compartment, and
a positive distance indicates that the point is outside. The location of the closest point on the nucleus also provides a readout of the object ID of the nearest nucleus and thereby a link to all its properties.

Distance maps help define a set of standard/custom zones associated with each compartment/surface (inside/outside of a nucleus, small region outside a nucleus, and so on). A zone is the set of pixels that have distance values in a specified range $\delta$, and can be expressed as a spatial weight function. Zones are useful for efficiently computing zone integrals—the distance-weighted summation of a functional signal over a defined zone, for example:

$$Z(c_i, c_j) = \int \omega_\delta(D_{O(c_i)}(x))c_j(x)dx$$

where $\omega_\delta(.)$ is a weighting function that is uniform in the range $(0, \delta)$, and $D_{O(c_i)}(x)$ is the Euclidean distance map relative to the objects observed in channel $c_i$, and $c_j(x)$ is the signal in channel $c_j$. Zone integrals generalize many classical computations. For instance, FISH foci can be integrated over the interiors of cell nuclei, or their close cytoplasmic neighborhoods. In other words, the concept of zone integrals realizes all of the functionality of the 3DcatFISH system [73, 100, 116]. Zone integrals are particularly valuable as a tool for classifying cells based on molecular markers [117]. The result of a zone integral calculation is simply linked to the corresponding global object ID and stored in the database.

As a concrete example, Color Plate 7 shows a five-channel 3-D image of brain tissue surrounding a neural implant insertion site. A Zeiss META system with spectral unmixing software was used to record DAPI, Iba-1, laminin, and GFAP, indicating cell nuclei, microglia, vasculature, and astrocytes, respectively. Channels $\{c_1(r)...c_5(r)\}$ correspond, respectively, to cell nuclei, vessels, Nissl neurotrace signal, astrocytes’ processes, and a microglial marker Iba-1. Segmentation of each type of object in the 3-D confocal images is a nontrivial task that is greatly simplified by the spectral unmixing, since each channel contains one type of image object. Separate model-based segmentation algorithms were applied to each channel individually (see Color Plate 8). First, the diverse population of cell nuclei in the DAPI channel ($c_1$) were segmented using a 3-D blob segmentation algorithm [64]. This produces a set of blobs $\{N(c_1)\}_{n=1}^N$ and a corresponding vector of morphometric and intensity-based features denoted $\theta_{n=1}^N$. Cytoplasmic processes of astrocytes $\{A\}_{k=1}^K$ in the GFAP channel were traced using a 3-D neurite tracing algorithm [118]. The blood vessels in the Laminin channel $\{V\}_{m=1}^M$ were segmented using a robust tracing algorithm based on 3-D modeling of vasculature using superellipsoids [82]. In recent work, we have adopted the surface segmentation approach instead [119]. Panel D is a composite of all the segmentations illustrating the amount of object data that can be extracted.

Once the automated segmentations are complete, it is usually prudent to inspect them and edit any segmentation errors using a graphical visualization and editing software tool. This sets the stage for further analysis. Color Plate 9 illustrates some basic distance-based associative features. Panels A and B illustrate the use of a distance measure to identify vascular endothelial cell that are easily distinguished based on their intimate contact with the vessel marker signal.
and their distinctive elongated morphology. Signed distance maps are a versatile common tool for making such measurements. For instance, the vascular endothelial cells are identifiable based on their distinctive morphologies and close proximity to vessels \( \Delta(c_1, c_2) = D_{V(c_2)}(\bar{x}_{N(c_1)}) \), where \( \bar{x}_{N(c_1)} \) are the centroids of nuclei in channel \( c_1 \). Panels C, D, and F illustrate computation of zone integrals \( Z(c_1, c_3), Z(c_1, c_5), \) & \( Z(c_1, c_4) \), respectively, for identifying neurons, microglia, and astrocytes. Panel E shows another feature that is valuable in identifying astrocytes—the close proximity of the convergence point of astrocytes processes (shown as a green cross) to the cell nucleus.

The union of the set of intrinsic and associative measurements can be used to classify nuclei into four different classes. In our work, we have used support vector machine classifiers, although any appropriate classifier may be used [70]. Intuitively, neurons, microglia, and astrocytes were classified based on the overall set of features and association with a cloud of NeuroTrace, Iba1 signal, or GFAP signal, respectively, that completely surround the nucleus. Endothelial cells were classified by their flattened shape and close proximity to the extra striate body area (EBA) and blood vessels.

Once cells are classified, it is possible to “query” the segmentations in diverse ways depending upon the distance map that is chosen. As a simple yet general query mechanism, we describe the use of conditional distributions. Many biologically relevant questions revolve around the distance of cells to the vasculature or to the implant site. For this, we compute multiple distance maps for each reference structure of interest. The background in panel G shows the map relative to the implant site. Panel H shows the map relative to the vasculature. This feature is expressed simply as follows:

\[
\Delta(c_1, c_2) = D_{V(c_2)}(\bar{x}_{N(c_1)})
\]

where \( \bar{x}_{N(c_1)} \) are the centroids of nuclei in channel \( c_1 \). The first map can be used to answer the following biological question: what is the distribution of various cell types as a function of their distance from the implant insertion site? The histogram in panel I shows an increase in the number of microglia/macrophages and a reduction in the number of neurons near the insertion site. Similar histograms can be generated relative to the vasculature to answer analogous questions about cell distributions [117]. This histogram is merely one instance of a large family of queries that can be posed in terms of empirical probability distributions of the form \( P(X|Y) \). In general, the user specifies a subject of objects \( Y \). Specifying all objects results in an unconditional distribution. For this subset, the user next specifies the list of measurements \( X \) whose joint distribution is desired. Specifying just one measurement in the list produces a univariate histogram. Specifying multiple measurements results in a joint histogram. Normalizing the histograms produces empirical probability distributions. These distributions can be analyzed further using multivariate statistics packages. To analyze cell-cell distance patterns, we compute a \( k \) nearest-neighbor graph, either for all cells, or just a selected subset. These are illustrated in Color Plate 9(e, f), respectively. These patterns have been used to identify cell layers in the hippocampus [119].
5.4 Analysis of Spatio-Temporal Associations

The previous section focused on spatial associations. When we are interested in analyzing dynamic biological systems, the temporal dimension naturally enters the analysis. The traditional approach to studying dynamic systems is based on the use of fixed specimens. The specimens are sampled from different animals at different points of time. Each specimen represents a static snapshot of the dynamic processes of interest. In this case, temporal analysis simply reduces to computing intrinsic measurements for the fixed images at each time point and plotting them as a function of time for observing trends and conducting further statistical analysis.

The traditional method is quite inefficient in terms of time and cost. Each static snapshot provides a rather incomplete view. The investigator is, in effect, synthesizing an understanding of the dynamic phenomenon from a series of incomplete snapshots.

Increasingly, the traditional method for analyzing dynamic systems is giving way to much more efficient methods that rely on direct imaging of a living specimen using time-lapse microscopy. This advance is enabled by a convergence of several advances. First, the development of light detectors with high quantum efficiency permits more of the fluorescence to be captured. This allows a weaker illumination of the biological specimen that in turn allows the specimen to stay alive much longer under the microscope. Second, the advent of fluorescent protein labeling allows the investigator to avoid the use of fluorescent stains that are toxic to the specimen. Third, the advent of multiphoton microscopy has allowed the microscope to excite the fluors only at a chosen point in the specimen while avoiding excitation above and below that chosen point, greatly reducing photobleaching and scatter. This permits specimens to be imaged much more deeply (up to 1,000 μm). This is especially important for accessing deeply embedded structures in living animals such as mice (i.e., in vivo microscopy). Finally, these advances are supported by a variety of low-level advances in instrumentation—for example, methods to maintain specimens at the correct temperature (37°C for mammalian specimens), humidity, and gaseous mixture; surgical techniques to create optical access to structures for chronic imaging with correct alignment from one temporal sample to the next (aligned chronic observation windows); and such other technologies.

Prima facie, the technology of direct time-lapse imaging, may appear complex and expensive, but it has several powerful advantages. First, a single time-lapse series is far more informative than hundreds of temporal snapshots from different specimens, since it allows us to track the behaviors of individual cells/organelles accurately. Indeed, the traditional method can easily miss/hide subtle dynamic phenomena. From the representation standpoint, temporal associations do not pose any unforeseen difficulties, since the graph-theoretic approach illustrated in Figure 5.11 remains valid. Specifically, the links now imply associations over time. So the overall graph of associations can contain spatial as well as temporal associations. There are two basic approaches for defining associations over time. In the first case, a living specimen is imaged over time using time-lapse microscopy. If the sampling frequency is high enough, the changes from one temporal sampling
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Figure 5.11 Illustrating the natural graph-theoretic interpretation of associative measurements.

point (a frame) are modest, and it becomes possible to detect changes and track objects.

Figure 5.12 shows three sample snapshots from a much longer movie of 3-D time-lapse imaging of a developing *C. elegans* nematode embryo at 184 minutes, 186 minutes, and 188 minutes. The histone (H1) in the nuclei of this embryo was tagged with green fluorescent protein (GFP) and imaged by a spinning disk confocal microscope at 2-minute intervals. Each 3-D image frame is an image stack with 63 focal planes (at 6 pixels/μm). The cells divide and migrate in a complex pattern as the embryo develops. There is a compelling need to segment and count these cells, track and map their spatio-temporal migration patterns, and compute the exact lineage of each cell [120]. The problem of segmenting nuclei in confocal images has been discussed in the previous section, and by many other authors [121].

The problem of tracking a large and growing population of cells in a developing embryo is, in principle, a multiple-hypothesis tracking problem in 3-D space [122]. Methods of multiple-cell tracking in literature can be generally classified into two categories. The first category consists of methods such as active contours [123] and Kalman filtering, in which one identifies individual cells in the first time-point stack and then follows each segmented cell independently throughout the rest of

Figure 5.12 Three sample frames from a much longer 4-D movie recording of a histone H1::GFP tagged *C. elegans* embryo at three time-points (184~188 minutes) and 3 focal planes (#2~#4). (Courtesy of William Mohler, University of Connecticut.)
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the image sequence. This conceptually straightforward method can accurately link corresponding cells that migrate smoothly in spatial and temporal domains. However, it is prone to errors when handling abrupt events cell division, in which case the smoothness assumption fails to hold. The second category involves detecting cells in each stack independently (or otherwise), followed by an object-association computation to find corresponding cells in temporally contiguous image stacks. This strategy can naturally deal with topology changes stack by stack, and enables automated lineage analysis. We next describe a simplified multiple-cell-tracking algorithm from the second category.

Figure 5.13(a) shows a plot of cell counts obtained from segmenting the nuclei in the 4-D data shown in Figure 5.12. The segmentation also results in a vector of features for each nucleus, including its \((x, y, z)\) coordinates, volume, average intensity, texture (standard deviation of intensity gradient), surface area, convexity, shape factor, and eccentricity, that can be used for correspondence estimation. These features can be broadly divided into two subsets—the spatial subset and the morphological subset.

Consider the following simplified model—a cell can either migrate (Figure 5.13(b)) or divide into two daughter cells (Figure 5.13(c)). This defines two possible hypotheses: (1) \(H_M\): the cell has migrated, which calls for a 1-to-1 matching; (2) \(H_D\): the cell has divided, which calls for a 1-to-2 matching. Events such as

Figure 5.13 Steps in the analysis of the *C. elegans* dataset. (a) Plot of cell counts as a function of time, as determined by automated nuclear segmentation. (b) The model for cell migration. (c) The model for cell division.
apoptosis and other imaging-related events such as entry/exit of cells relative to the field of the microscope will be discussed later.

We proceed to describe a Bayesian approach to describing the patterns of cell migration and division. Let \( s_i^{t-1}, s_j^t \) and \( s_j^{t+1} \) denote the spatial locations of corresponding nuclei detected in frames \((t-1), t\), \& \((t+1)\), respectively. Let \( s_{i,j}^{t-1,t} \) and \( s_{i,j}^{t,t+1} \) denote the displacements between the corresponding points of time (i.e., \( s_{i,j}^{t,t+1} = ||s_i^t \)-\( s_j^{t+1}||\)). Then, a simple approach to modeling displacements associated with cell migrations is based on assuming normality and can be written as follows:

\[
d_M(i^t,j^{t+1}) = (s_{i,j}^{t,t+1} - \mu_s)^\Sigma^{-1}(s_{i,j}^{t,t+1} - \mu_s)
\]

where \( \Sigma_s \) is a covariance matrix, and \( \mu_s \) is the mean of 3-D displacement learned from a training set. In the case of a cell division, the dividing (mother) cell first forms a distinctive elongated metaphase plate [Figure 5.13(c)], and then splits to form two daughter cells, denoted \( j \) and \( k \), respectively. A simple approach to modeling this event (again, assuming normality) is to describe it in terms of the deformation associated with formation of the metaphase plate, as follows:

\[
d_{deform}(l^{t-1},i^t) = (m_{l,i}^{t-1,t} - \mu_m)^\Sigma_m^{-1}(m_{l,i}^{t-1,t} - \mu_m)
\]

where \( m_{l,i}^{t-1,t} = ||m_{l}^{t-1} - m_{i}^t|| \) is the change in one or more morphological feature(s) between time \((t-1)\) \& \( t \), and \((\mu_m, \Sigma_m)\) are learned from training examples. To describe the cell splitting between times \((t-1)\) \& \( t \), one simple approach is to assume that the point midway between the centroids of the daughter cells \( s_{j,k}^{t+1} = \frac{1}{2}(s_{j}^{t+1} + s_{k}^{t+1}) \) moves in a manner not unlike a migrating cell, but with a different set of parameters \((\mu_{div}, \Sigma_{div})\). This can be described by the following model:

\[
d_{split}(i^t;j^{t+1},k^{t+1}) = (s_{i,j,k}^{t,t+1} - \mu_{div})^\Sigma_{div}^{-1}(s_{i,j,k}^{t,t+1} - \mu_{div})
\]

There are additional constraints available. For example, nuclear texture is an indicator of the state of the cell in the cell cycle. Nuclei with texture value larger than a preset threshold are probably undergoing cleavage. For each possible splitting nucleus in \( I_t \), we exhaustively search two cells as the candidates for daughter cells within a small neighborhood \( R \) in \( I_{t+1} \). Another constraint is the length of the cell cycle (28–30 minutes). A cell is unlikely to divide much faster than the known cell cycle rate. A cell has at most two successors and only one ancestor. Forbidden cell behaviors include disappearance without cell death and appearance without cell division.

The dissimilarity measures and constraints described here can form the basis for correspondence estimation. A migrating cell has one and only one correspondence with a cell in the next stack. For this case, a conventional assignment method (e.g., the Hungarian Algorithm [124]) often leads to satisfactory results. In case of cell division, we must extend this idea to 1-to-2 mapping, in order to match a splitting cell with its daughter cells. In a forward-tracking framework, we aim to match \( N \) nuclei detected in the image stack \( I_t \) with \( M \) nuclei segmented in next stack \( I_{t+1} \), based on an appropriate resemblance measure, where \( i = 1, \ldots, N; j = 1, \ldots, \)
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This N-to-M \((N \neq M)\) matching task turns out to be a rectangular assignment problem that can be solved optimally by linear programming.

To determine the optimal set of matches between two successive time point stacks, we use an algorithm designed by Al-Kofahi et al. [125], integrating all feasible cell movement and division hypotheses, and formulating the rectangular assignment problem as follows. Given \(M\) cells in \(I^t\) and \(N\) cells in \(I^{t+1}\) with \(L\) hypotheses and their dissimilarity scores, we construct a matrix \(A\) of size \(L \times (M + N)\). Each row corresponds to a feasible cell migration or division hypothesis. The first \(M\) columns correspond to cells in \(I^t\), while the remaining \(N\) columns correspond to cells in \(I^{t+1}\). For a row that represents a match between cells \(i^t\) and \(j^{t+1}\) under a movement hypothesis (e.g., \(1 \rightarrow 1\) in Table 2.1), its dissimilarity score is evenly split between columns \(i\) and \(M + j\) of this row, and the remaining columns are set to zero. For a row that represents the division hypothesis of cell \(i^t\) into cells \(m^{t+1}\) and \(n^{t+1}\), the score is evenly distributed among columns \(i\), \(M + m\), and \(M + n\) of this row, while the remaining columns are set to zero. Therefore, the matching problem turns out to be a search for a subset of rows in matrix \(A\), such that the summation of entries in these rows is minimized. The optimal subset is found by solving the following integer programming problem [125]:

\[
\min_{x} (Av)^T x \text{ subject to } B^T x \leq v
\]

(5.8)

The solution \(x\) is a binary vector of size \(L \times 1\), where

\[
x_k = \begin{cases} 
1 & \text{if the row } k \text{ is in the optimal subset} \\
0 & \text{otherwise} 
\end{cases} \quad k = 1, \ldots, L
\]

\(v\) is a vector of ones of size \((M + N) \times 1\):

\[
v = \begin{pmatrix} 1 & 1 & \cdots & 1 \end{pmatrix}^T
\]

\(B\) is a binary matrix of the same size as \(A\), whose entry is defined by:

\[
B_{i,j} = \begin{cases} 
1 & \text{if } A_{i,j} > 0 \\
0 & \text{otherwise} 
\end{cases}
\]

The probable outputs of the algorithm are generally divided into following cases:

1. 1-to-1 matches corresponding to cell migration;
2. 1-to-2 matches representing cell division;
3. 1-to-0 when a cell in $I_t$ cannot find any descendent in $I_{t+1}$;
4. 0-to-1 when a cell in $I_{t+1}$ does not have any correspondence in $I_t$.

When case 3 occurs under the assumption that no cell moves off the image scene of microscopy, there are two possibilities: either the cell is dead after the time point $t$ and shrinks to disappear since then, or the cell is present in $I_{t+1}$ but undetected during segmentation. Sulston et al. [126, 127] presented a figure of marker events versus number of cells during embryogenesis of *C. elegans*, from which the first cell death generally happens no earlier than 300-cells stage. Based on this ground truth, in our tracking experiment from 56-cell to 90-cell stage, case 3 always implies a momentary missing detection error in $I_{t+1}$ rather than a real cell death event. To eliminate this error, for the cell $i_t$ undetected in $I_{t+1}$, we buffer its lineage path from the origin to time point $t$, copy the feature vector $f_i^t = (x_i^t, y_i^t, z_i^t, T_i^t)$ in $I_t$, virtually insert it into $I_{t+1}$, and continue the matching procedure afterward. If the missed cell is matched in subsequent frames of $I_{t+1}$, we simply integrate the correspondence into the buffered lineage path to build a complete track for the cell.

We also assume that no cell enters the field of view, so that the number of cells in a stack increases only if a cell division event happens (i.e., no cell emerges spontaneously). So, case 4 in our experiment is considered a false positive arising from segmentation error, which calls for refinement before we construct cell lineage tree. Cells in $I_{t+1}$ that are not assigned to any cells in $I_t$ are simply eliminated from our tracking procedure thereafter.

Cell lineage describes the embryonic history of *C. elegans*, beginning with a single fertilized zygote, splitting into two daughter cells, and then dividing into more descendents to a multicellular adult finally [128]. The result of multiple-cell tracking enables us to link a cell’s predecessor and its successors in a time series, and track them forward and backward over time. The ancestor-descendent relationship is intuitively depicted by means of a family tree. Figure 5.5 shows an example of cell lineage tree: The cell $i'$ represented by the root node splits into two child nodes $m^{t+1}$ and $n^{t+1}$. At the successive time point, $m^{t+1}$ moves to $b^{t+2}$ with no cleavage, while $n^{t+1}$ divides into two subnodes $j^{t+2}$ and $k^{t+2}$. Figure 5.14(a) shows a partial lineage map obtained from the 4-D image series. Figure 5.14(b) shows the pattern of cell migrations for embryogenesis stage: 56-cells ~ 90-cells (time span: 140 ~ 170 minutes postfertilization). Of the 34 cell division events, the automated method missed one division.

The worm example described earlier contained a single fluorescent protein. By leveraging recent advances in multiphoton time-lapse microscopy, and multiplex fluorescent protein labeling, Bousso et al. [129] have developed the technology to perform direct imaging of multiple structural and functional molecules in living specimens over extended durations. Their system can record five-dimensional movies (3-D space, time, spectra) revealing the activities of multiple cell types and vasculature in their full 3-D and changing multicellular habitat. Figure 5.15 shows one sample frame (2-D projection of a 3-D image at a single point in time) from a 5-D movie of the active thymic microenvironment. The full 5-D movie shows the complex migration and interaction patterns occurring in a crowded field of
5.4 Analysis of Spatio-Temporal Associations

Figure 5.14  Two methods to visualize segmentation and tracking results: (a) Partial color-coded lineage map for 18 minutes (140–158 minutes post fertilization). (b) Combined map for 30 minutes showing initial cell locations as numbered circles, arrows indicating migration paths, and crosses indicating final locations of cells, overlaid on a maximum-value projection of the initial image. The complete results can be visualized with 3-D interactive graphics and over time as a movie on a computer screen.

wild-type and genetically modified (P14) thymocytes, as well as dendritic cells in the developing thymic lobe of a mouse, allowing the cell interaction processes to be studied in relationship to the vasculature for the first time.

A single 5-D movie is vastly more informative than several hundred or more lower-dimensional images, since it records the activities of multiple cell types in a manner that preserves their full spatial and temporal context. Multiple movies can reveal aspects of the normal immune system and the effects of genetic/pharmacological manipulations. Figure 5.15 is a static 2-D projection of just one
Figure 5.15  (a) 2-D projection of one frame from a 5-D movie showing YFP expressing dendritic cells (DCs, shown in yellow), P14 thymocytes (green), and wild-type thymocytes (blue); (b) segmentation results; and (c) analysis of cell-cell interactions, an instance of spatial association at each time sample. In the presented grayscale version the various colors are mapped as follows: green to light gray, blue to dark gray, and yellow to white. (Data courtesy of Ellen Robey, UC Berkeley.)

frame from a 5-D movie recording the complex migration and interaction patterns occurring in a crowded field of wild-type (blue) and genetically modified (P14) thymocytes (green), and dendritic cells (YFP) in the developing thymic lobe of a mouse. In this case, cell segmentation and tracking must be performed for each channel after spectral unmixing. After this, it becomes possible to quantify associations in space between cell types. In this case, the cell-cell interaction frequencies and durations are of interest.

5.5 Validation of Automated Image Analysis Results

Validating the results of automated segmentation and tracking is of obvious importance [130,131]. The classical approach to validation is to compare automated results to “ground truth data” that is known to be an accurate result. The notion of ground truth is appealing in principle but elusive in practice. One approach to
ground truth generation is to create a phantom image (or image sequence) with known parameters. This is helpful for evaluating several aspects of image analysis algorithms (e.g., performance as a function of signal-to-noise ratios) and specific morphological characteristics of objects.

Once an algorithm is validated in this manner and applied to real-world datasets, there still remains the problem of assessing the performance of the algorithm, and, importantly, performing some form of quality control so that the results from automated image analysis are sufficiently accurate for the biological investigator to use in his/her studies. A practical strategy for validating automated image analysis results for real data is to use the currently best-available “gold standard.” In this regard, the human observer continues to be the most widely accepted and versatile gold standard, since the human visual system remains unbeatable for visual tasks. This is not to imply that the human observer is perfect—this is far from true, as we discuss further later. Given an image and a stated task (e.g., an image containing fluorescently labeled cell nuclei that must be counted), it is possible to run the automated image analysis algorithms to produce a set of results—we denote them \( A \). Then, the same images can be handed over to a human observer who produces a set of results—we denote them \( H \). Prima facie, the difference between \( A \) and \( B \) can provide us with an assessment of the accuracy of \( A \). However, this assumes that \( H \) is possible and perfect. In practice, many image analysis tasks are extremely difficult to conduct manually. This is particularly true of time-lapse 3-D and multichannel data (e.g., the data shown in Figure 5.15). When manual analysis is possible, \( H \) is subject to errors from at least two sources—intersubject variations and intrasubject variations. The former are understandable—individuals vary greatly in their manual image analysis abilities. The latter are surprising to many—the same individual may produce different results on two different days for the same image. Many human factors, including the level of attentiveness, fatigue, habituation, and focus, cause variations in results.

To minimize intersubject errors, it is desirable to employ “expert observers” who are known to be particularly adept, given their deep knowledge and familiarity with the nature of the image data. On the other hand, even an expert observer can be undesirable at times—this is the issue of disinterest. In this regard, it is particularly undesirable for the algorithm developer to validate his/her own results. In statistical terms, a disinterested expert observer’s analysis has the lowest possible bias and variance. The bias of the disinterested observer is low, whereas an observer with a personal agenda may have an unacceptable bias. Recognizing and obtaining the services of expert observers who are also demonstrably disinterested is notoriously difficult.

One approach to overcome intersubject errors is to hand the image to multiple independent observers, say, \( N \) of them, who analyze the image without consulting each other and produce a set of results—we denote them \( \{H_1, H_2, ..., H_N\} \). Any protocol that uses multiple observers is termed multiobserver validation, and is de rigueur for good quality work. One can imagine many ways to compare \( A \) against \( \{H_1, H_2, ..., H_N\} \), and several approaches have been described in the literature. The main difficulty is the handling of conflicting assessments. For example,
one observer may count a cell, whereas another may not, and have a well-reasoned justification for doing so.

One practical protocol for multiobserver validation that we have used with great success is to convene a meeting the $N$ observers and request that they discuss their differing assessments and arrive at a multiobserver consensus, denoted $H^*$. Now, $A$ can be compared against $H^*$. Given the very nonlinear nature of consensus building, it is nearly impossible to quantitatively establish the bias and variance of $H^*$ compared to $H$ or \{H_1, H_2, ..., H_N\}. However, our experience (aided by common sense) indicates that the multiobserver consensus represents one of the best-available gold standards today. This is most useful when newly developed algorithms are being evaluated for the first time.

The main limitations of multiobserver consensus is cost (primarily since manpower is generally expensive) and slowness. It cannot be scaled easily to large-scale and/or high-throughput studies. Actually, the greatest limitation of multiobserver validation as outlined here is that it only provides an assessment of how an algorithm performs in general over a chosen ensemble of images but does not tell us anything about how accurate $A$ is for a specific image that is not in the chosen ensemble. Arguably, this “quality control” type of question is the most germane and important in a real-world application, since the answer to this question determines whether or not the biological investigator chooses to use the automated analysis results for his/her biological investigations. Practically speaking, the professional goal of image analysts is to develop algorithms and software that are actually adopted by biological researchers in their scientific investigations. This has remained a challenge even after many years of progress. It is fair to state that overcoming the “adoption barrier” remains one of the greatest challenges for computational image analysts and computer vision researchers. This is an issue with surprising complexity that includes not only objective factors such as measurable performance of algorithms, but also subjective and cultural factors that are difficult to document precisely. In the following paragraphs, we describe fresh approaches to validation and performance assessment in the context of cell and tissue image analysis.

The edit-based validation protocol is designed for practical operational use (i.e., for evaluating the quality of an automated image analysis result $A$ for a specific image on which the algorithm(s) in question has been run for the first time). This methodology is most appropriate for mature algorithms that are generally expected to produce results with a high accuracy (typically in the 90–100 percent range). If such performance levels are indicated by a quick visual survey, it makes intuitive sense to simply edit the automated results to correct the few errors that remain. If the list of user edits is denoted $E$, then the application of these edits to the automated result $A$ produces results, denoted $E(A)$, that are acceptable to the biological investigator. A reasonable expectation in this regard is that the effort required to edit will scale with the error rate of the automated algorithm, rather than the size/complexity of the image. For instance, if the algorithm’s performance improves from 90 percent to 95 percent, the user’s effort is halved. This implies that edit-based validation can be very scalable.

Aside from the effort factor, the edit-based validation can overcome the adoption barrier, since the user has had a chance to inspect the automated results and
edit out any errors that were detected by visual inspection to his/her satisfaction. Even as the user edits the errors, it is straightforward to record them. This record provides a very detailed performance assessment that can be analyzed to uncover algorithm flaws and opportunities for improvement. We have found these facts to be generally true in our experience. There is plenty of opportunity to optimize edit-based validation. In general, better visualization of the automated results in the context of the original image data leads to better detection/assessments of errors. In a similar vein, there is plenty of opportunity to make the editing operations efficient by automating repetitious/group operations. Better computer graphics tools can improve visualization and reduce the effort involved in editing. Finally, there is the opportunity to learn from patterns of user edits and improve segmentation results based on the learning.

Notwithstanding its many advantages, the idea of edit-based validation is nevertheless fraught with a few caveats, none of which, fortunately, are overwhelming. First, the subjectivity of the user remains—and it is reasonable to expect intra- and interobserver variations. In this regard, multioober edit-based protocols can be considered. For example, a consensus of editors may make sense in some applications. A more streamlined form of validation would be to use just two editors. After the first round of editing, presumably done by a junior investigator/technician, a second “supervisory” inspection and editing can be performed by a senior investigator. Another error that is peculiar to edit-based protocols is the detection threshold—errors that are either subvisual or subtle may be ignored by the user even if he/she is aware of them. In general, the user will choose to edit only the errors that are perceived to influence the biological conclusions of the investigation.

5.6 Summary, Discussion, and Future Directions

The idea of associative image analysis is now feasible and appropriate for meeting the quantification needs of a new generation of biological studies that are attempt-

![Figure 5.16](image) Summarizing the FARSIGHT “divide-and-conquer” framework for processing multi-dimensional microscope images to extract meaningful insights driven by queries posed on a graph data structure that brings together intrinsic and associative spatio-temporal measurements.
Using FARSIGHT in Analysis of Biological Microenvironment

Ing to understand complex and dynamic biological systems. Although diverse and arcane forms of associative measurements can be imagined, we are finding that even the simplest forms are immediately useful. Happily, all forms of associations can be represented in a common and versatile form offered by graph theory. Graphs can be queried in simple and sophisticated ways to yield actionable insights. In summary, we envision future image analysis systems as providing an end-to-end solution by allowing a biological investigator to go all the way from images to actionable insights. Figure 5.16 brings together many of the ideas discussed in this chapter, and provides a roadmap for building future image analysis systems. In our work, we use the acronym FARSIGHT to describe our integrative modular framework. Translating this conceptual framework to a software framework is the focus of our current work.
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CHAPTER 6

MST-Cut: A Minimum Spanning Tree-Based Image Mining Tool and Its Applications in Automatic Clustering of Fruit Fly Embryonic Gene Expression Patterns and Predicting Regulatory Motifs

Hanchuan Peng

6.1 Introduction

RNA in situ hybridization [1] provides a powerful way to visualize gene-expression patterns directly. This technique localizes specific mRNA sequences in tissues/cells by hybridizing a labeled complimentary nucleotide probe to the sequence of interest in fixed tissues. Visualizing the probe by colorimetric or fluorescent microscopy allows for the production of high-quality images recording the spatial location and intensity of gene expression. Projects are underway to systematically collect RNA in situ expression patterns for a large number of genes during development in several organisms, including nematodes [2] and fruit flies [3].

Traditionally such in situ data have been analyzed via direct visual inspection of microscope images to determine the appropriate ontological annotations of expression patterns using a controlled vocabulary. For large in situ image databases with significant complexity, this manual process becomes very expensive; thus, it is desirable to complement this manual process with methods to automatically analyze in situ images. Automatic analyses would make the annotation process more rapid and consistent, and may identify biologically significant features missed during manual curation.

Recently we developed a series of new techniques for the analysis of fly gene expression pattern images during embryogenesis. These techniques include the following:

- Image retrieval [4]: detecting genes with similar expression patterns from image databases like Berkeley Drosophila Genome Project (BDGP);
- Image clustering [5]: identifying groups of potentially co-regulated fly genes;
- Image classification and recognition [6, 7]: automatically recognizing and annotating gene expression patterns using ontology terms;
- Manifold learning [4]: reconstructing the 3-D developmental dynamics of fly gene expression in embryogenesis;
- Image registration [4]: aligning images of gene expression patterns in fly embryos.
These methods have been used in the analysis of more than 1,700 fly genes with 20,000 images extracted from the BDGP database. In addition, the joint analyses of the image data and other types of data, such as gene sequences and CHIP-chip protein-DNA binding data, have also been considered. For example, in Section 6.3, we show how the predicted image phenotypic clusters can be combined with several available fly genomes (D. melanogaster, D. simulans, and so on) to predict regulatory sequence motifs.

In this chapter, we focus on a case study how to make use of a minimum spanning tree (MST)-based tool, MST-Cut, to cluster the gene expression pattern images, based on which the genetic regulatory sequence motifs can be detected.

### 6.2 MST

Let’s consider a weighted, undirected graph \( G = (V, E) \), where \( V \) denotes a set of nodes and \( E \) denotes the set of edges between any pair of nodes. In the following discussion of image analysis, each node \( g \in V \) (\(|V| = N\)) represents an image (i.e., either the original image or a feature vector of this image), and the edge weight \( s \) between a pair of nodes is the distance of the respective image/feature vectors. This graph \( G \) can be equivalently described as an \( N \times N \) similarity matrix, \( S \), of all the \( N \) nodes.

A minimum spanning tree of the graph \( G \) is the subgraph that spans every node in \( G \), but the overall sum of edges is minimum. Indeed, an MST has exactly \( N-1 \) edges and is unique to a given \( G \) if every edge has a distinct weight. An MST can be efficiently constructed in different ways. One of the most used algorithms is Prim’s algorithm [8], which delivers a tree in \( O(|E| + N \ln N) \) time when one uses a Fibonacci heap [8]. In our applications the graph \( G \) is not particularly sparse (i.e. \(|E| \) is \( O(N^2) \)). Our MST-Cut algorithm uses the tree structure as the indicator of how the data should be partitioned efficiently.

### 6.3 MST-Cut for Clustering of Coexpressed/Coregulated Genes

In the first case study, we consider how to cluster genes based on their embryogenesis expression patterns. At the basic level, suppose each gene has one representative image of its in situ mRNA expression pattern; the goal can be simply illustrated in Figure 6.1(a, c–e), where examples of mixed images in Figure 6.1(a) would be optimally separated as three clusters in Figure 6.1(b, c, d), respectively. More sophisticatedly, gene expression patterns at different developmental stages can be clustered separately; these results will then be assembled to predict the coexpressed genes that share similar expression patterns over certain developmental period. The coexpressed genes have a higher chance to be coregulated by the same group of genetic factors; thus, the combination of these phenotype-clustering results and gene sequence analysis can help detect regulatory elements such as sequence motifs.
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Figure 6.1 Image clustering of in situ hybridization mRNA gene expression patterns of fly embryos: (a) and (b) are examples of the input patterns in the datasets P4_lateral and P6_dorsal_ventral, respectively; (c), (d), and (e) are the three image clusters generated using MST-Cut for the P4_lateral data. The erroneously clustered images, which were determined via visual inspection, are marked using boxes.

6.3.1 MST-Cut Clustering Algorithm

MST-Cut [5] is a data-clustering method based on partitioning the graph $G$. In this case, each node represents a data point (i.e., an image or the respective feature vector of an image). A data cluster is a connected component, consisting of a group of nodes, in the graph. Intuitively, we want to partition $G$ into $K$ pieces or clusters ($K < N$ and generally $K$ is unknown) so that (1) each piece/cluster is a single connected component, (2) within each cluster the total distance of data samples is minimized (or equivalently, the total similarity is maximized), and (3) across clusters the total distance is maximized (or equivalently, total similarity of data samples is minimized). Denote the distance between the $i$th and $j$th samples as $d_{ij}$, where $1 \leq i, j \leq N$. Let $D = [d_{ij}]$, which is symmetric, $A_1, A_2, \ldots, A_K$ denote the $K$ clusters, and $d_{mn}$ ($1 \leq m, n \leq K$) denote the sum of the distance matrix values of nodes in $A_m$ and $A_n$. Thus, $K$-way clustering simultaneously optimizes all conditions in (6.1), where $K$ is unknown.

\[
\begin{align*}
\min_{i=1,\ldots,K} D_{ii} \\
\max_{1 \leq i, j \leq K, i \neq j} D_{ij}
\end{align*}
\] (6.1)
The criterion (6.1) is called MinMaxPartition criterion. One way to combine the optimization conditions in (6.1) is to optimize (6.2),

$$\min \sum_{i=1}^{K} \sum_{\substack{j=1 \atop j \neq i}}^{\infty} \left( \frac{D_{ii} + D_{jj}}{D_{ij}} \right)$$

(6.2)

Generally, it is difficult to solve the $K$-way partition exactly, mainly because it is highly combinatorial and the complexity of an exhaustive search is $O(K^N)$. An alternative method is to iteratively perform $K-1$ two-way cuts. At each step we face the much simpler problem of optimizing (6.3), which minimizes the intracluster distance and maximizes the intercluster distance simultaneously. In this case, a brute force search for the best partition has the complexity $O(2^N)$.

$$\min \frac{D_{11} + D_{22}}{D_{12}}$$

(6.3)

Note that there are other ways to define clusters in $G$, besides the MinMax-Partition criterion. For example, one intuition is that the pair of nodes that have the strongest tie or largest similarity should belong to the same cluster, if each of them were enclosed by a cluster with more than one node (i.e., they were not outliers). However, different ways to generate clusters are not always consistent with each other. This inconsistency happens mainly when the distance/similarity score is nontransitive (i.e., the conditions that a node $g_1$ is similar to $g_2$ and $g_2$ is similar to $g_3$ do not imply $g_1$ is similar to $g_3$). Therefore, we need to avoid using nontransitive distance/similarity scores in clustering. We consider two commonly Euclidean distance scores, the $L_1$ and $L_2$ distances. Because of the triangular inequality for the Euclidean distance metrics (i.e., $d_{13} < d_{12} + d_{23}$), it is impossible that $d_{13}$ would turn out to be large if both $d_{12}$ and $d_{23}$ are small. Thus, the $L_1$ and $L_2$ scores have a transitive nature and are suitable for clustering.

For the graph $G$ represented by the whole distance matrix of all pairs of image samples, we can safely eliminate edges with the biggest distance while keeping the graph as a completely connected component. Removing edges in decreasing order of distance, subject to the condition that the graph does not break into pieces eventually leads to an MST. An MST connects all nodes (image samples) in the graph but has the minimum overall edge distance-scores. MST captures the basic cluster structures in the data, because the nodes that are more similar to each other are always connected in a shorter path in the tree.

We propose a simple algorithm, called MST-Cut, to optimize the condition in (6.3). Because there are only $N-1$ edges in the tree graph and removal of one edge will bipartition the graph, finding two clusters of nodes can be done by eliminating one edge in the tree. Since there are only $N-1$ different partition results, we can compare all of them to choose the best partition that minimizes (6.3) in $O(N^2)$ time.

There are two ways to generate $K$ clusters. One way is to extend the MST-Cut to find $K$ clusters simultaneously, by minimizing (6.2). This can be done in a brute force way to search all combinations of the $K-1$ edges dropped in the MST. The complexity is $O(\binom{N-1}{K-1} \cdot N)$. Another more efficient way is to repeat the bipartition
process on the subtrees until $K$ clusters are found. At each graph bipartition step, we choose the cluster that has the biggest intracluster distance for further partition. This cannot generate $K$ clusters that are globally optimal, but the complexity is significantly reduced to $O(KN^2)$ time.

6.3.1.1 Related Algorithms

Clustering analysis is a fundamental problem in pattern recognition applications. Many methods (e.g., K-means, Gaussian-mixture-model, and agglomerative-clustering) have been proposed in the past decades. (For good reviews, see books such as [9]. However, many of these methods are less appropriate for clustering embryonic images. For example, K-means is often prone to local minima, and a method based on Gaussian mixture models is often very slow.

There are several MST-based clustering methods. The simplest MST partition method is to iteratively remove the tree-edges with the smallest similarities. For real data where clusters are not far away from each other, usually many leaves are cut, resulting in bad clusters. Another method is the simple agglomerative-clustering, which can be viewed as an application of the Kruskal’s algorithm [8] in generating an MST. A third method is to use the node-addition order of Prim’s algorithm in constructing an MST [10]. Following this order, all nodes in a target cluster must be traversed before any nodes in a different cluster may be encountered. Clusters are formed via searching “valleys” of adjacent edges that have small distance scores. This algorithm works well when there are very dense clusters so that these valleys are apparent. As far as we have tested, this is not the case here. Compared to all these earlier MST-based methods, our new method considers more global constraints and can produce better results.

Another very interesting method is called spectral clustering, which was developed in recent years to convert the combinatorial search problem in (6.3) as a linear search problem [11, 12]. Spectral clustering uses top eigenvectors of the transformed similarity matrix $S$ as indicators of clusters. However, in practice, small similarity entries less than a threshold in $S$ are often set to 0 to improve the results. At the same time, $S$ becomes sparse; thus, it is possible to speed up the searching of top-eigenvectors significantly. This makes it possible to deal with large problem like image segmentation where there are hundreds of thousands nodes in the graph $G$. The best threshold is often determined empirically. We note that in the limiting case, we can apply the spectral clustering on the MST, which is the sparsest connected graph. In this case, the partition result will be exactly the same as that generated by our MST-Cut method, because both spectral clustering and MST-Cut optimize the same function. However, MST-Cut is faster, because it does not involve extra computation of eigenvectors. We also show quantitative comparison of MST-Cut and spectral clustering in Section 6.3.2.

6.3.2 Embryonic Image Clustering

Two-dimensional embryonic images of gene expression patterns are usually acquired using a light microscope equipped with a digital camera. In the following
analysis of Berkeley Drosophila Genome Project (BDGP) data, a single embryo often resides in the central part of the image. This embryo can have arbitrary orientation. Because the embryonic region typically has much richer texture information than the image background, it can be simply segmented from the image background based on thresholding the local variance. For the segmented embryo, we compute the principal direction along which the variation of all embryonic pixel-coordinates is greatest. This direction is called the longest axis, which usually corresponds to the anterior-posterior (AP) axis of an embryo. We then rotate the embryo region so that its longest axis is horizontal. These image-preprocessing steps have been developed in our earlier work and applied to all images before any subsequent manipulations. For experiments in this chapter, we select several subsets from the full BDGP database to study the performance of our method. Some image examples can be seen in Figure 6.1(a, b).

6.3.2.1 Eigen-Embryo Feature Vectors

The first step in our method is to generate feature vectors that characterize each image. Assume we have \( N \) images of in situ expression patterns \( I_1, I_2, \ldots, I_N \), each having \( M \) pixels. One way to generate features is to consider local feature decomposition such as Gaussian mixture models. However, because different images can have different traits, the local-decomposition approach does not provide a canonical feature space where the distribution of all image-patterns can be measured simultaneously. Thus, clustering performance is limited.

The alternate approach in this study is to decompose an image as a linear combination of a series of mutually orthogonal basis functions using the principal component analysis (PCA). PCA computes the principal directions (i.e., the basis functions) of the distribution of a dataset and projects data points from its original space to a lower dimensional space whose axes are these principal directions. These principal directions are the eigenvectors associated with the largest eigenvalues of the data covariance matrix. When applied to images, each eigenvector is an eigen-image. They form an orthogonal set of basis functions in which the original data points or images are described. This eigen-image analysis method, which was first applied to human-face recognition [13], uses the coordinates of an image in the eigen-image space as a feature vector that represents the original image.

Figure 6.2 illustrates the basic scheme of eigen-embryo analysis. In the pool of input images, two clusters are mixed together. Each cluster has a dark image, a bright image, and an image that is neither very dark nor very bright. Although visually we can see these two clusters of images have different expression patterns, it is not easy for a computer clustering program to separate them in the space of the raw image because the pixel intensity is the most pronounced feature in these six images, which obscures the cluster boundary. By projecting these images to the subspace of the first three principal eigenvectors, or eigen-embryos, we represent each image using a feature vector \( w \), which form the coordinate of image patterns in the 3-D subspace. The cluster structure becomes apparent in the subspace, as indicated by small triangles and circles among which the cluster boundary can be easily drawn. Note that in the first principal component (PC), the dark curved
structure (ventral nerve cord and brain) and light two-blob structure (guts) indicate the most prominent features to distinguish these six image patterns.

Mathematically, eigen-image analysis derives a short feature vector \( \mathbf{w} \) to represent each image \( I \), which is an \( M \times 1 \) vector. We first compute the centroid pattern of these \( N \) images, \( \Theta \). Each input image then differs from this centroid pattern by \( X_k = I_k - \Theta \). Let \( X = [X_1, \ldots, X_N] \). Then the covariance matrix is \( C = XX^T/M \). The eigenvectors of the \( L \) largest eigenvalues of \( C \) form a subspace into which each image is projected by describing it as a weighted sum of these \( L \) eigen-images. This set of weights \([w_1, w_2, \ldots, w_L]^T\) is a point in the \( L \)-dimensional eigen-image space and is called its feature vector. Denoting the \( i \)th eigenvector as \( v_i \), the \( i \)th coordinate of the feature vector for image \( I \) is, \( w_i = v_i^T(1 - \Theta) \). By describing each image in terms of the \( L \) most significant eigen-images, the major variation of the data distribution is preserved, noise and redundancy are largely eliminated, and the distances between the feature vectors can be viewed as the distances between points in an \( L \)-dimensional space.

Note that the eigen-embryo model does not only help reduce noise and keep the major information, but also conveniently preserves the relative Euclidian distance of patterns in a low-dimensional space. As pointed out in Section 6.3.1, it is important to use Euclidian distances for MST-Cut clustering; thus, the eigen-embryo model is suitable for MST-Cut.
6.3.2.2 Measures of Clustering Performance

We use the $F$-measure score between the predicted clusters and the ground truth clusters to evaluate the performance of clustering algorithm. $F$-measure can be written in the form of precision $P$ and recall $R$, which are widely used in information retrieval [14]. Precision $P$ defines the proportion of retrieved results that are relevant. Recall $R$ defines the proportion of relevant results that are retrieved. Suppose we have a predicted cluster $H$ and a ground truth cluster $\Omega$. The precision and recall are defined as:

$$P = \frac{|H \cap \Omega|}{|\Omega|} \quad (6.4)$$

$$R = \frac{|H \cap \Omega|}{|H|} \quad (6.5)$$

Precision and recall can be combined as the $F$-measure using (6.6). It is easy to see $F$-measure value falls into the range $[0, 1]$. The larger the $F$-measure, the better the clustering results.

$$f = 2 \cdot \frac{P \cdot R}{P + R} \quad (6.6)$$

In our clustering case, assume there are $K$ ground truth clusters $\Omega_1, \ldots, \Omega_K$, and the clustering program returns $M$ predicted clusters $H_1, \ldots, H_M$. For each pair of ground truth cluster and the predicted cluster, we can compute the $F$-measure score $f_{ij}$, $1 \leq i \leq K$ and $1 \leq j \leq M$, using (6.6). We define the following $F$-score to summarize the whole array of results.

$$F = \frac{\sum_{i=1}^{K} |\Omega_i| \max_{j=1,\ldots,M} f_{ij}}{\sum_{i=1}^{K} |\Omega_i|} \quad (6.7)$$

$F$-score has the range of 0–1; the larger the number, the better the clustering results.

6.4 Experiments

6.4.1 Performance of MST-Cut on Synthetic Datasets

Before we show the real examples how MST-Cut can be used to detect co-expressed genes, we quantitatively compare our method against a few others.

For comparison, we select several subsets of mRNA expression pattern images and determined the ground truth clusters of these images. Here we show results of two datasets. The first one is called P4_Lateral, which corresponds to the lateral view of 167 embryos at the developmental stage 9–10 (i.e., phase 4 in [4], or about 4.8–6 hours after fruit fly egg hatching). In P4_Lateral, there are three clusters manually determined by two human subjects. The consensus is used as the ground
truth clusters. As shown in a few sample images in Figure 6.1(a), these three clusters include the following:

1. Gene expression patterns in the primordium of embryonic ectoderm regions (including procephalic, anterior, posterior, ventral, and dorsal ectoderms), nervous system (like ventral nerve cord), and guts (like external foregut and inclusive hindgut). The gene expression in these regions forms a curved structure in many images. There are 64 image samples in this cluster.

2. Gene expression patterns only in the foregut and hindgut regions. These patterns can be seen as one small dark dot in the middle of the embryo. There are 44 samples in this cluster.

3. No apparent gene expression patterns. There could be some artifacts (light gray shadows) that look like patterns in the ectoderm regions. There are 59 image samples in this cluster.

The second synthetic dataset, called P6_dorsal Ventral, corresponds to 230 dorsal and ventral views of embryos around the developmental stage 13–16 (phase 6 in [3], or about 10–12 hours after hatching). In this dataset, there are three manually determined clusters too. Some examples are shown in Figure 6.1(b).

Next, we compare MST-Cut against several existing methods to investigate if the combination of eigen-embryo analysis and MST-Cut improves the cluster-prediction. Here we show (1) the comparison of results of the eigen-embryo feature-vector matching to the global image matching to see if the low-dimensional features are effective, and (2) the comparison of results of MST-Cut against the spectral clustering method in [12] and another MST-based clustering method in [10] to see if MST-Cut improves the prediction.

The results are summarized in Table 6.1. We see that for both L1 and L2 distance scores, the improvements of the eigen-embryo matching over the global matching, and those of MST-Cut over the two previous clustering methods, are significant. For example, the F-scores of our method are always higher than or around 0.9, whereas the F-scores of the comparing methods are around 0.7. Also note that for all the three clustering methods, the overall results for the eigen-image matching are better than those for global image matching. In Table 6.1, we also show the average result of random clustering. The average F-score of our method (above 0.9) is much higher than that of the random clustering method, indicating our method succeeds in finding the meaningful clusters in this dataset.

Figure 6.1(c–e) shows three clusters generated using our eigen-embryo MST-Cut. We marked the erroneously clustered images using blue boxes. It is seen that the first cluster is predicted 100 percent correctly. There are a few errors for the second and third clusters. For the second cluster, errors come mostly from images with artifact expressions in the foregut and hindgut regions. For the third cluster, the errors are mainly due to the very subtle middle dark-blob feature. In (e), there is one error where there is a strong dark blob in the center region of the embryo (see the second blue-boxed image in the left-most column). We find this error occurs because the dark blob has a different position from most other images in the cluster 2 in Figure 6.1(d). There are ways to correct all these erroneous
Table 6.1  F-Measure Scores for MST-Cut Clustering the P6_dorsalventral Dataset (the Value Shown in the Table Is the Maximal F-Measure Scores of the Results Obtained Using L1 and L2 Distances—max(F(L1), F(L2)) of Eigen-Images on Quantized Images and Those of Grayscale Images)

<table>
<thead>
<tr>
<th>Method</th>
<th>Grayscale Image</th>
<th>Average</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
<th>130</th>
<th>140</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global matching</td>
<td>0.689</td>
<td>0.691</td>
<td>0.676</td>
<td>0.720</td>
<td>0.729</td>
<td>0.686</td>
<td>0.718</td>
<td>0.664</td>
<td>0.668</td>
<td>0.666</td>
</tr>
<tr>
<td>Eigen-embryo</td>
<td>0.739</td>
<td>0.783</td>
<td>0.773</td>
<td>0.849</td>
<td>0.776</td>
<td>0.723</td>
<td>0.773</td>
<td>0.871</td>
<td>0.790</td>
<td>0.710</td>
</tr>
<tr>
<td>Random clustering</td>
<td>0.442±0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(based on 20 trials)
predictions. For example, we can first consider enhancing the local features using context information and then use the eigen-image-based MST-Cut clustering.

In some cases, a biologist may be interested in first “extracting” the gene expression pattern from an embryonic image by thresholding it. Various thresholds could be used to generate a binarized image [15, 16], where the pixel intensity values 1 and 0 indicate whether or not there is gene expression pattern at a pixel location. Thus, we also test if the MST-Cut-based eigen-embryo clustering method consistently produces better clustering than the global pattern matching. The results for the dataset $P_6_{	ext{dorsal}}_{	ext{ventral}}$ are shown in Table 6.1. It can be seen that for differently binarization thresholds, the eigen-embryo model always produces a significantly higher F-measure score than global matching. The average is 0.783, much higher than that of the global matching, 0.691. This is also consistent with the results obtained for the grayscale images without any thresholding (i.e., 0.739 versus 0.689). Hence Tables 6.1 and 6.2 together indicate the combination of MST-Cut and the eigen-embryo model is very effective for clustering embryonic gene expression patterns.

### 6.4.2 Detection of Coregulated Genes and Regulatory Motifs

It is known that coexpressed genes have similar spatial-temporal expression patterns over a range of embryo developmental stages. They might also be coregulated in some modules in a genetic regulatory network. One way to detect coexpressed genes is to examine if several genes always have patterns that belong to the same cluster for multiple developmental stages. This condition-specific co-expression information is useful to infer whether the respective genes share common regulators and how some genes are turned on/off under different conditions.

We design the following method to detect groups of genes that have similar expression patterns. The 16 developmental stages of *Drosophila* embryogenesis can be categorized as six phases: stages 1–3, stages 4–6, stages 7–8, stages 9–10, stages 11–12, and stages 13–16, which coincide with major developmental transitions (e.g., gastrulation). Thus, we check the image clustering results phase by phase for every gene. The genes that have patterns in the same cluster of any specified phases are taken as a gene group.

One problem with gene grouping is the unbalanced image numbers for different genes. For example, if at phase 4 a gene has five image patterns while another gene has only one image pattern, the number of image samples will bias the image

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity scores</td>
<td>$L_1 \quad L_2$</td>
<td>$L_1 \quad L_2$</td>
<td>$L_1 \quad L_2$</td>
</tr>
<tr>
<td>Global matching</td>
<td>0.69 \quad 0.69</td>
<td>0.67 \quad 0.67</td>
<td>0.69    \quad 0.70</td>
</tr>
<tr>
<td>Eigen-embryo matching</td>
<td>0.74 \quad 0.69</td>
<td>0.63 \quad 0.66</td>
<td>0.92    \quad 0.93</td>
</tr>
<tr>
<td>Random clustering</td>
<td>0.346 ± 0.002 (based on 20 trials)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Figure 6.3

A detected group of four genes with known gene regulation relationships for mesoderm patterning in fly embryogenesis and examples of sequence motif detection, along with the retrieved genes using the respective motifs. In this example, the gene group $S_Q$ was obtained by finding a tight image cluster for stage 7–8 (highlighted). For each gene in $S_Q$, one representative embryo image is shown for each stage-range, followed by the respective eigen-features (as we do not have appropriate lateral-view images for snail and tkv at stage 9–10, we only show the original BDGP images, without the eigen-feature). Three motifs detected using the entire upstream regions of the homologous genes in five fly species are shown, along with two or three randomly selected example genes in the subsequent genome-wide motif scanning results. BDGP ISH images and annotations are also shown, without image cropping or orientation correction. Short terms of annotations: AM, amnioserosa; AAISN, amnioserosa anlage in statu nascendi; AISN, anlage in statu nascendi; AEA, anterior endoderm anlage; AEAISN, anterior endoderm anlage in statu nascendi;

<table>
<thead>
<tr>
<th>S_Q query genes</th>
<th>Stage 4-6</th>
<th>Stage 7-8</th>
<th>Stage 9-10</th>
<th>Stage 11-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>small (CG3956)</td>
<td>AEAISN, EAISN, S, TMAISN</td>
<td>AEA, TMA</td>
<td>PCEP, VECP, VNCP</td>
<td>MLP, PCP, NOVNS, OSA, PCN, SNSSA, VSCSA</td>
</tr>
<tr>
<td>tinman (CG7895)</td>
<td>CB, S, S, MAISN, S, TMAISN</td>
<td>FA, TMA</td>
<td>EFP, TMA</td>
<td>CLP, CMP, VMP</td>
</tr>
<tr>
<td>twist (CG2965)</td>
<td>AEAISN, CB, S, MAISN, TMAISN</td>
<td>AEA, HMA, TMA</td>
<td>HMP, TMA</td>
<td>DPMP, LVMP, SMP</td>
</tr>
<tr>
<td>tkv (CG14028)</td>
<td>CB, S</td>
<td>VEA</td>
<td>MEP, PCEP, VNCP</td>
<td>AMP, PMP, TP</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted motifs</th>
<th>Some genes in $S_Q$</th>
<th>Stage 4-6</th>
<th>Stage 7-8</th>
<th>Stage 9-10</th>
<th>Stage 11-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ngg (CG6501)</td>
<td>CB</td>
<td>HA, HMA, PTEA, TMA</td>
<td>IHP, PP, SGBSA, SGBSA, TMP</td>
<td>AMP, HPP, PMP, SGP, VMP</td>
<td></td>
</tr>
<tr>
<td>NetA (CG18657)</td>
<td>MAISN, S</td>
<td>HMA, TMA, VNA</td>
<td>HMP, MEP, TMP, PCEP, VNCP</td>
<td>MLP, PCP, VMP</td>
<td></td>
</tr>
<tr>
<td>Sema-Sc (CG6881)</td>
<td>AAISN, AISN, DEAISN</td>
<td>DEA, VEA</td>
<td>AEP, AM, DECP, IHP, PTEP, VECP</td>
<td>AMP, FP, PMP, SGP, VEP</td>
<td></td>
</tr>
<tr>
<td>msk (CG7936)</td>
<td>CB, S</td>
<td>HA, PC, TMA</td>
<td>HMP, IHP, TMA</td>
<td>FP, GC, HPP</td>
<td></td>
</tr>
<tr>
<td>Dcp-1 (CG5376)</td>
<td>CB</td>
<td>AEA, PTEA, VEA</td>
<td>AEP, DECP, PTEP</td>
<td>DEDP, HPP, TP, VEP</td>
<td></td>
</tr>
<tr>
<td>Set (CG4299)</td>
<td>CB</td>
<td>VEA</td>
<td>VNCP</td>
<td>ECBG, ECBN, LN</td>
<td></td>
</tr>
<tr>
<td>CG2083</td>
<td></td>
<td>HA, PCEA, VEA</td>
<td>IHP, PCEP, VNCP, VP</td>
<td>ECBN, EOLP, HPP, PCN, NOVNS</td>
<td></td>
</tr>
<tr>
<td>CG30023</td>
<td>S</td>
<td>HMA, TMA</td>
<td>TMA</td>
<td>FP, TP</td>
<td></td>
</tr>
</tbody>
</table>
clustering algorithm and consequently produce a poor score for gene grouping. Hence, for a specific phase, when there are multiple images for a single gene, we compute the mean pattern of this gene and use this synthetic pattern in image clustering. The clustering results are more reliable when each gene has exactly one most representative image pattern at every phase.

We apply our method to detect coexpressed genes that share common spatial expression patterns during the course of embryogenesis. We note that in the BDGP database, several genes do not have dorsal/ventral images for late developmental stages, and in many dorsal/ventral images the expression stains of both dorsal and ventral tissues overlap together. At the same time, as far as we have observed, it is rare that two genes with similar lateral patterns over the course of embryogenesis have very distinct dorsal/ventral patterns. Therefore, at this stage, we consider only lateral-view images. With the additional requirement that a gene has at least one expression image at every developmental phase, we use a set of 456 genes. If at a particular phase a target gene has more than one image, our computer program merges these images as one single “representative” image by taking their simple average. In this way, the clustering algorithm would not be biased by the image numbers of genes. We have found many interesting clusters. In the following, we focus on one typical group of predicted co-expressed genes.

One example [6] is shown in Figure 6.3. For stage 7–8, we detect a cluster of four genes, *snail*, *tinman*, *twist*, and *tkv* (*thickveins*) share very similar patterns and eigen-features. It is seen that they also have comparable patterns for several other stages. Interestingly, these genes are known determinants of mesoderm in Drosophila. Both *snail* and *twist* are activated by highest levels of the *Dorsal* nuclear gradient in the ventral-most region of the early embryo (blastoderm stage)

---

**Figure 6.3** (continued) AEP, anterior endoderm primordium; AMP, anterior midgut primordium; CMP, cardiac mesoderm primordium; CB, cellular blastoderm; CLP, clypeo-labral primordium; DEA, dorsal ectoderm anlage; DEAISN, dorsal ectoderm anlage in statu nascendi; DECP, dorsal ectoderm primordium; DEEP, dorsal epidermis primordium; DPMP, dorsal pharyngeal muscle primordium; ECBG, embryonic central brain glia; ECBN, embryonic central brain neuron; EOLP, embryonic optic lobe primordium; EAISN, endoderm anlage in statu nascendi; EFP, external foregut primordium; FA, foregut anlage; FAISN, foregut anlage in statu nascendi; FP, foregut primordium; GC, germ cell; HMPP, head mesoderm P2 primordium; HMA, head mesoderm anlage; HA, hindgut anlage; HPP, hindgut proper primordium; IH, inclusive hindgut primordium; LCN, lateral cord neuron; LVMP, longitudinal visceral mesoderm primordium; MEP, mesectoderm primordium; MAISN, mesoderm anlage in statu nascendi; MLP, midline primordium; NOVNS, neuroblasts of ventral nervous system; OSA, oenocyte specific anlage; PC, pole cell; PTEA, posterior endoderm anlage; PTEP, posterior endoderm primordium; PMP, posterior midgut primordium; PCEA, procephalic ectoderm anlage; PCEP, procephalic ectoderm primordium; PCN, procephalic neuroblasts; PCP, protocerebrum primordium; PP, proventriculus primordium; SDP, salivary duct primordium; SGBSA, salivary gland body specific anlage; SGDSA, salivary gland duct specific anlage; SGBP, salivary gland body primordium; SNSA, sensory nervous system specific anlage; SMP, somatic muscle primordium; S, subset; TP, tracheal primordium; TMA, trunk mesoderm anlage; TMAISN, trunk mesoderm anlage in statu nascendi; TMP, trunk mesoderm primordium; VEA, ventral ectoderm anlage; VEC, ventral ectoderm primordium; VEPP, ventral epidermis primordium; VNCP, ventral nerve cord primordium; VNA, ventral neuroderm anlage; VSCSA, ventral sensory complex specific anlage; VMP, visceral muscle primordium; and VP, visual primordium.
4–6). The gene tinman is activated in turn by twist, reaching peak early expression in the invaginating mesoderm (gastrulation stage 7–8) and is a conserved key regulator of cardiac identity during mesodermal differentiation. Activity of tkv in the entire mesoderm induces ectopic tinman expression in the ventral mesoderm, and this results in the ectopic formation of heart precursors in a defined area of the ventrolateral mesoderm. This cluster indicates that our method can detect transcriptional regulators and targets in a functional network of the early fly embryo.

Detecting sequence motifs based on coexpressed genes is a very useful way to study gene functions. Thus, we next detected the sequence motifs of the genes in these coexpression clusters using eight related fly species D. melanogaster, D. simulans, D. yakuba, D. erecta, and D. ananassae, D. pseudoobscura, D. virilis, and D. mojavensis. To prove the principle, we used the several sequence motif search tools PhyloCon [17], PhyME [18], MEME [19], and MAST [20] to compare the entire upstream regions of a cluster of coexpressed query genes, called $S_Q$, and predict potential motifs. Each motif was then used to scan the entire D. melanogaster genome to retrieve a set of genes, denoted as $S_R$, for which an abundance of this motif is detected in their upstream regions. The expression patterns of genes in $S_R$ were then compared against those of genes in $S_Q$. As an example, for the $S_Q$ cluster in Figure 6.2, three predicted motifs are shown. For each of them, we exemplify the gene expression patterns and BDGP gene ontology annotations of two or three retrieved genes in the genome-wide motif scanning. Visibly for every developmental stage range, the gene expression patterns of the retrieved genes are similar to those of the query genes. This visual inspection is also consistent with the fact that all these genes share a lot of common BDGP annotations, such as trunk mesoderm anlage (TMA), ventral ectoderm anlage (VEA) for stage 7–8, and ventral nerve cord primordium (VNCP) for stage 9–10, indicating that the detected motifs are likely meaningful. This example of motif prediction verification demonstrates the strength of the coexpressed/coregulated gene detection based on our image-clustering approach.

### 6.5 Conclusions

This chapter presents a case study demonstrating how an efficient image-clustering method, MST-Cut, can be used to find meaningful image and gene clusters of gene expression patterns and further used for predicting regulatory sequence motifs. This method can also be used for gene expression pattern image data of different species, such as mice or C. elegans [21].
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In this chapter, we present an original modeling framework for membrane trafficking modeling and video-microscopy. Understanding the complexity of cellular processes requires a better knowledge of their dynamic properties and geometric structures. Over the last decade, progresses in cellular and molecular biology as well as in microscopy allow cell visualization while acquiring multidimensional data of their fastly occurring activities.

The proposed method is devoted to the analysis of the dynamical content of microscopy image sequences corresponding to dynamical events related to membrane transport. This chapter is organized as follows. In Section 7.1, the major biological issues are introduced, as well as the optical instruments used for investigation. In this chapter, video-microscopy reveals the dynamical behavior of tagged proteins within the living cell. To capture the movements of these proteins, we propose new models to mimic trafficking of proteins within the cell by making the analogy with computer networks or road networks (Section 7.2). In addition, we provide a framework for simulating the foreground and background components observed in real image sequences. Section 7.3 is dedicated to the estimation of the background model. In Section 7.4, we consider the problem of estimating the origin-destination probabilities of the tagged proteins for the trafficking network.

7.1 Context

To guarantee the structure, cohesion, and functions of the organism, the eukariotic cell exchanges information between its compartments and organelles: endosomes, Golgi apparatus, and endoplasmic reticulum (ER), and so on. These intracellular exchanges require physical supports or networks for communication. Transportation of molecules from a donor compartment to an acceptor compartment is actually guided by the cell cytoskeleton made of actin filaments, intermediate filaments, and microtubules. The interactions of membranes with microtubules are mediated by several classes of proteins, notably motor proteins of the dynein and kinesin families. The involvement of these motors in the dynamics of various organelles including transport intermediates and cellular structures along microtubules is now well established. In our study, the transport intermediates corresponding to small spherical vesicles move along these “rails”—that is, the microtubules organized by the centrosome (see Figure 7.1). The molecular motors transform the ATP energy...
produced into a driving energy either in the polymerization direction (e.g., kinesin) or in the depolymerization direction (e.g., dynein) of microtubules, also in action. In what follows, we will assume that the velocities of microtubules is relatively low when compared to the velocities of vesicles.

7.1.1 Introduction to Intracellular Traffic

In eukaryotic cells, the constant dynamic process ensuring the steady state distribution of membrane resident proteins and maintaining a balance in the lipid composition of the internal membranes is tightly regulated by a number of proteins. Among these proteins, some are members of the family of Rab-GTPases that bind reversibly to specific membranes within the cells. It is established that the GTPases of the Rab family (about 60 members for human cells) are responsible for the recruitment of proteins that form the vesicles. In this chapter, we will focus on the traffic between the Golgi apparatus and ER, presumably regulated by two isoforms of the Rab6-GTPase, Rab6A and Rab6A', which differ in only a few amino acids. Rab6 is suspected to select among the set of molecular motors those that are the more appropriate for moving molecules to their final destinations in an intracellular compartment. It is now established that Rab6A defines a novel retrograde pathway that is the flux of proteins and lipids from the Golgi apparatus to the ER. More precisely, Rabkinesin-6, a Golgi-associated kinesin-like protein
that only interacts with Rab6A, could be involved in the movement of retrograde transport intermediates between Golgi and ER, but this function is still a matter of controversy. This pathway is also used by certain toxins to reach ER.

We visualized a fluorescent-protein (FP) fusion to Rab6, a Golgi-associated GT-Pase. Observation of protein dynamics in live cells using fusions to the green fluorescent protein (GFP) and video-microscopy (Fast 4D deconvolution microscopy) enables us to clarify the respective role of Rab6A and Rab6A’ in retrograde transport. Thanks to the technological developments performed by the imaging facilities team of the UMR 144 and the Institut Curie, fast dynamics of FP-Rab6 in living cells can be captured in 3-D. We observe that Rab6A mainly associates with the cytosolic face of the Golgi apparatus. Cellular dynamics of Rab6A should be influenced by at least three distinct phenomena: (1) lateral diffusion dictated by lipid movement within a continuum of membranes, (2) continuous exchange between cytosolic and membrane bound pools, and (3) directional motion on membrane transport intermediates. While Rab6A-GFP is concentrated on the cytosolic face of the Golgi membranes, it also associates with rapidly moving transport intermediates that are believed to reach particular stable structures or vesicular clusters located at the cell periphery and referred as end points or ER entry points.

7.1.2 Introduction to Living Cell Microscopy

Light microscopy provides cell biologists with the unique possibility of monitoring living samples in their native state. Thanks to recent progress in cellular biology, molecular biology, and microscopy, it is now feasible to observe the cellular activities of various organelles within the cell, in three dimensions, at high spatial and temporal resolutions. These observations are achieved by means of optical sectioning microscopy, in which images are recorded while the focal plane is rapidly and precisely raised through the sample. The three-dimensional (3-D) acquisition process is repeated at several time points during a given period, leading to the collection of image stacks in four dimensions (4-D). The introduction of natural fluorescent probes such as green fluorescent protein (GFP), combined with the increase in the sensitivity of high-resolution detectors, have made it possible to observe living cells for a long period of time at low light excitation levels. It is now routinely possible to collect images of living cells at up to 30 frames per second at optical resolution without disturbing the cell activity. In most intracellular trafficking studies, the optical resolution of wide-field microscopy, which is in the range of the wavelength of light used, is not sufficiently high to optically resolve the organelles of interest. Together with the need for acquisition speed and low light excitation level, they result in blurring and noise, making the data difficult to analyze. Confocal microscopes provide higher spatial resolution in the axial direction, but it is at the expense of loss of precious photons in the detection side. Considering speeds and spatial distribution of organelles taking part in the membrane trafficking, and more especially in the case of Rab6A proteins, we have chosen to perform data acquisition using rapid 4-D wide-field microscopy combined with deconvolution. Actually, part of this protein is carried through a large number of vesicles moving at speeds reaching up to few microns per second in three dimensions. Nevertheless, even
with this rapid technique and the use of image restoration process, the collected images remain difficult to analyze by traditional image analysis methodologies.

Image processing methods have already been developed to reliably track the vesicles over time, with promising results. The computed trajectories can then be used to evaluate trafficking (orientation, velocities, and so on). In this chapter, we propose an alternative and global approach, motivated by actors and components “in motion.” This investigation is of major importance since supervising and/or controlling traffic means that appropriate drugs could be used to either better regulate or limit communication between compartments. The proliferation of cancerous cells could be potentially controlled by stopping molecule transportation.

7.2 Modeling and Simulation Framework

In this section, we present the modeling and a simulation approach for intracellular membrane trafficking. We first introduce the computational model and then provide a method to simulate microscopy image sequences and applications.

7.2.1 Intracellular Trafficking Models in Video-Microscopy

Two kinds of approaches have been mainly investigated for modeling image sequences: data-driven modeling and physics-based modeling. Physics-based approaches exploit physical properties of the scene and optical characteristics of imaging systems to set up an image model. The main advantage relies on the fact that model parameters are given by physics. Hence, they directly correspond to the real world as explained in [1, 2] and can be thus easily interpreted. It is worth noting that the complexity of scenes and models is usually an obstacle to this approach, and the inverse problems related to the estimation parameters are severely “ill-posed.” Data-driven modeling aims at describing image sequences through statistical models learned from real images [3]. This approach is used to mimic a set of dynamical processes occurring frequently in real image sequences, but it is not able to describe the physical properties of real processes. Data-driven and physics-based approaches can be also combined to describe the main components of the image sequences. In video-microscopy and GFP-tagging, these components are essentially the moving objects (foreground), the slowly varying cytosol (background), and some noise due to the acquisition system. Figure 7.2 illustrates this decomposition into background and foreground components. In this section, we propose models for these two components.

7.2.1.1 Background Modeling in Video-Microscopy

In images sequences, large structures and compartments within the cell like the Golgi apparatus and the cytosol appear as nearly static during the observation time interval. In the case of images showing fluorescently tagged particles, the global image intensity is proved to vary slowly along time. This can be due to several physical phenomena, such as photobleaching or diffusion of fluorescent proteins within the cell. Therefore, it is appropriate to propose a model able to describe
the slowly spatially and temporally varying background, since a stationary model would be too restrictive. The modeling of moving small objects corresponding to transport intermediates with variable velocities will be addressed in Section 7.3.

First, we have conducted experiments showing that the intensity variation with respect to time can be captured by a linear model for each pixel of the image sequence, mainly because we are dealing with sequences of limited length. This crude modeling provides a compact representation of the background, described by two 2-D maps corresponding to the two spatially varying parameters. Nevertheless, these parameters are spatially correlated, which must be taken into account later in the estimation process. Note that the proposed approach is general and valid for polynomial models and/or exponential forms if required. Formally, we propose the following image sequence model for the background:

$$ f_i(t) = a_i + b_i t + u_i(t) + \varepsilon_i(t) $$

where $f_i(t)$ denotes the intensity observed at pixel $p_i = (x_i, y_i)^T$ and time $t$, and the two coefficients $a_i$ and $b_i$ vary with the spatial image position $p_i$. The function $u_i(t)$ is a positive function that describes the intensity of moving intermediate transports (or vesicles) if any, and $\varepsilon_i(t)$ is the error term assumed to be described by an additive white Gaussian noise. This model is able to describe the background intensity of the whole image sequence with only two 2-D maps $\{a_i\}$ and $\{b_i\}$, whose size is...
equal to the size of each image extracted from the temporal sequence. Section 7.3 proposes a statistical method to estimate both the maps \( \{a_i\} \) and \( \{b_i\} \).

7.2.1.2 Intracellular Membrane Trafficking Modeling

Acquired image sequences contain small bright and fast moving blobs superimposed against slowly varying background. These objects indicate the location of tagged proteins bounded to vesicle membranes. By using these transport intermediates, molecules are passed from a donor compartment to an acceptor compartment.

A simple and commonly adopted model to represent these blobs is a 2-D Gaussian function whose standard deviation is related to the size of the blob. Theoretically, the object diameters range from 60 nm to 150 nm, and the resolution of the microscope is about \( 200 \times 200 \times 500 \) nm. Accordingly, the diameter of blobs is expected to be below this spatial resolution. However, the point spread function of the video-microscope makes them appear as larger structures even if a deconvolution process is applied [4]. Furthermore, when the density of objects increases, vesicles gather together and constitute small aggregates or rods [5].

These objects are also known to move along microtubules (i.e., along elongated protein polymers that have an exceptional bending stiffness). Microtubules are conveyor belts inside the cells. They drive vesicles, granules, organelles like mitochondria, and chromosomes via special attachment proteins using molecular motors. It is established that molecular motors form a class of proteins responsible for the intracellular transport within the cells. The dynein and kinein proteins are two different motors associated with microtubules. We consider in our study that in stable conditions, the speed of these motors is constant. This mainly explains why the observed velocity of vesicles is approximately constant if they move along the same microtubule [6].

Vesicles use a microtubule network to carry molecules from a donor compartment to an acceptor compartment (i.e., from the Golgi apparatus to the endoplasmic reticulum). Accordingly, instead of brownian motion or random walks for the vesicles, we consider directed walk models and associated statistical graphs. Hence, each origin vertex and destination vertex of the graph are specific sites on the microtubule network. In addition, once origin-destination pairs have been defined, paths between two vertices are computed according to a routing mechanism. Each object follows a preferential path to reach its target destination. The so-called “origin-destination modeling” is a key point of the proposed framework and is related to the concept of network tomography, as we shall see in Section 7.4.

7.2.2 Intracellular Traffic Simulation

7.2.2.1 Motivations

In many application fields such as medical imaging or astronomy, simulations are required for validating physical models and understanding recorded data. We give the rationale behind the idea of simulation methods for video-microscopy.
First, realistic simulations of dynamical processes usually give a qualitative representation of the observed spatio-temporal biological events. Simulation can then be considered as a computational tool useful for understanding some mechanisms of internal components within the cell. Then, by interacting with the control parameters, an expert can artificially generates processes of the real world provided the underlying dynamical models are known; this philosophy has been successfully exploited to understand dynamics of microtubule networks [7,8]. By modeling two sets of descriptors respectively computed from a real image sequence and a simulated sequence using an optimization procedure, artificial data can be computed. The set of estimated control parameters can be then considered as a parsimonious representation of the underlying process.

Moreover, simulated image sequences constitute a set of ground truths that can be exploited to measure the performance of object detection, object tracking, and optical flow algorithms [9,10]. Benchmarking data sets are necessary to get reference data and are now widely used in computer vision to evaluate image analysis algorithms [11,12]. Most of image processing tasks cannot be done manually, and they must be fast, reliable, and reproducible. In biomedical imaging, simulation of ground truths is also a crucial and challenging problem. Thus realistic benchmarks have to be generated for each target application.

Simulation methods must be controllable [13] with a limited number of parameters. In most cases, the parameters are related not only to the physical properties of the system, but also to the properties of the objects of interest observed in the image, such as scale and velocity. By using a representation with a few degrees of freedom, the simulation method becomes more interactive and intuitive, and allows the expert to bring some a priori knowledge or to plan a set of experiments by editing the simulation. In our case, the expert specifies the locations of origin and destination for the moving objects and then modifies traffic statistics. At last, the expert feedback can be used to set up a realistic simulation.

### 7.2.2.2 Background Simulation

In our study, the background model associated with the cytosol and other static organels is described by two 2-D maps \{a_i\} and \{b_i\}. These maps can be estimated from acquired data using the procedure described in Section 7.3 or given a priori. Typically, a completely synthetic example can also be obtained by setting the first and the last frame of the sequence corresponding to the background.

### 7.2.2.3 Membrane Trafficking Simulation

Foreground components are generated using a four-step approach. First, the network is extracted from a real image sequence or provided by a user. Then, the origin-destination pairs are selected, and the paths between the corresponding nodes are computed in a third step. Finally, we simulate moving vesicles and trains/aggregates from computed locations and paths. In the following, this procedure is described in detail.
Network Extraction
For a trafficking simulation, a microtubule network must be first computed. At first glance, we could exploit the self-organization properties of the microtubule network and try to simulate data as already proposed in [8, 14]. Based on the interaction between the motors (e.g., kinesine) and microtubules, the author describes some characteristic conformations such as mitotic spindle. However, even if the approach is attractive, this computer simulation describes only the behavior of the microtubule network in vitro; it is not adapted for the more complex in vivo case in which the microtubules interact with other organelles of the cell. To produce a synthetic but realistic microtubule network, we decide to use real image sequences as input data for modeling. In what follows, the microtubule network is crudely computed from a maximum intensity projection (MIP) map with respect to time (i.e., from the paths used by the tagged objects). Typically, Figure 7.3(a) shows the MIP map of a sequence made of 300 images corresponding to 10 minutes. This simple method allows us to select a subset of paths mainly used for the intracellular trafficking, leading to a network with low complexity; this approach has been successfully used for the construction of kymograms [6]. However, as shown in Figure 7.3(a), all the paths are not complete, especially if the sequence duration is too short. The gaps are then filled in by using a painting software and ad hoc image processing tools. Furthermore, the positions of the roads are extracted from the network image using the unbiased line detection algorithm described in [15]. Finally, each road is described by its length, its width, and its origin and destination nodes. Note that the network could also be fluorescently tagged, but the resulting network is too complex and individual microtubules cannot be easily extracted at the desired spatial resolution.

Selection of Origin-Destination Pairs
Once the network has been computed, the expert needs to specify the origin and destination nodes on the network. Since the role and function of end regions are

Figure 7.3  (a) Maximum intensity projection map computed from an image sequence. The paths used by the vesicles appear as bright filaments. The maximum intensity projection map has been simplified using the method described in [26]. (b) Representation of a realistic synthetic network. This network is based on a maximum intensity projection map shown in (a) and has been manually simplified.
partially unknown, a node can be labeled as an origin and a destination node, while
the other nodes represent the intersection points of the network and are only used
for routing. In Figure 7.3(b), the origin and destination nodes have been manually
selected by the expert. The destination nodes are represented by full disks and
correspond to end points while the origin nodes corresponding to the membrane
of the Golgi apparatus appear as striped disks. In this simulation, vesicles are going
only from the Golgi to the end points located at the periphery of the cell. Thus,
the retrograde transport from end point to the Golgi is prohibited and assumed to
be inhibited by biochemical alterations. Note that origin-destination pair maps are
important cues in image sequence analysis, also called birth/death maps in [13].

Path Computation
In our approach, a path is defined as the minimal path between the origin and the
destination nodes and is computed using the Dijkstra algorithm [16]. In that case,
the weight associated with each edge can be defined as a function of the length
of the corresponding road (other parameters can also be considered: speed associated
with edges, number of vesicles on each edge, and so on). Finally, the vesicles are
moved along the estimated roads with velocities given by the speed limit of the
roads. At each time step, the vesicle is then displaced along the microtubule with
a distance proportional to the adaptive velocity.

Photometric Rendering
Vesicles are superimposed against the background and are represented by
anisotropic Gaussian blobs with variances related to the spot size ranging from
60 nm to 150 nm. The size of the vesicles in the image is then close to the pixel
size. In addition, the covariance matrix of the anisotropic Gaussian blob is a func-
tion of the displacement direction (aligned with the microtubule direction), and
the ellipticity is a function of the velocity. Finally, split-and-merge processes of
several vesicles occur in real image sequences. These processes form rods, also fur-
ther considered as a unique object since the merged blobs move along the same
microtubule.

7.2.3 Example
In this experiment, we propose to use a real image sequence to simulate a sequence
with similar photometric and dynamical contents. This requires the estimation of
the model parameters from the acquired image sequence (see Sections 7.3 and 7.4).

We propose to use the sequence shown in Figure 7.4(a) that represents vesicles
moving from the Golgi apparatus to the endoplasmic reticulum. Parameters of
the dynamical background are first estimated as it will be described in Section
7.3. The two corresponding 2-D maps \{a_i\} and \{b_i\} are, respectively, shown in
Figure 7.4(e, f). Given these maps, the background is subtracted from the original
image to obtain the sequence of residuals shown in Figure 7.4(g), which is a noisy
representation of moving blobs. The main paths used by vesicles during the 150
frames of the real sequence can be observed on the maximum intensity projection
map in the time direction, for which the residuals are shown in Figure 7.4(b). We can enhance the maximum intensity projection map using optimal steerable filters [17] (Figure 7.4(c)). The unbiased line detection algorithm [15] is also applied to the enhanced image for estimating the positions of the roads shown in Figure 7.4(d). Finally 150 vesicles are moved given the estimated network. The velocities of the vesicles are tuned so that the simulated sequence is visually similar to the original input sequence.

### 7.3 Background Estimation in Video-Microscopy

In this section, we describe a method for estimating the parameters of the background model defined by (7.1). We start by considering the pixel-wise estimation of the parameters $(a_i, b_i)$ for each spatial position $p_i$. We propose then a method for taking into account spatial correlations to derive two regularized maps $\{a_i\}$ and $\{b_i\}$.

#### 7.3.1 Pixel-Wise Estimation

First, let us consider the estimation of parameters $a_i$ and $b_i$ for a single temporal 1-D signal. Note that the proposed estimation procedure must be very fast to
process each temporal signal, since it is applied to a 3D+time image sequence (several millions of voxels). Besides, as shown in Figure 7.2, vesicles may have a stochastic behavior and stop for a long time. Consequently, temporal signals cannot be easily classified, and prior motion detection cannot be used to extract the moving objects from the background. In the proposed approach, the estimation of the dynamical background will be then based on image intensity. Also, since the background is masked by moving vesicles viewed as outliers, we will also resort to a robust estimation framework, as explained in the next section.

Parameters \( a_i \) and \( b_i \) in (7.1) are estimated by minimizing a robust error function defined by

\[
E(a_i, b_i) = \sum_{t=1}^{n} \rho(f_i(t) - (a_i + b_i t)),
\]

where \( n \) is the number of samples in the 1-D signal, and \( \rho(\cdot) \) is a robust function. A local minimum of \( E(a_i, b_i) \) is commonly obtained by using the iteratively reweighted least squares (IRLS) procedure.

The choice of the robust function \( \rho \) is usually guided by the noise probability density function [18]. In our case, the overall noise is the sum of two components \( u_i(t) \) and \( e_i(t) \). Since \( u_i(t) \) usually takes high positive values (vesicles appear as bright blobs in the image), we decide to choose an asymmetric robust function (Leclerc estimator [19, 20]) plotted in Figure 7.5(a) and defined as

\[
\rho(z) = \begin{cases} 
1 - \exp\left(-\frac{z^2}{\lambda^2 \sigma_1^2}\right) & \text{if } z \leq 0, \\
1 - \exp\left(-\frac{z^2}{\lambda^2 \sigma_2^2}\right) & \text{otherwise},
\end{cases}
\]

where \( \sigma_1 \) and \( \sigma_2 \) are two scale parameters and \( \lambda \) acts as a threshold chosen in the range [1,3]. This threshold is relative to the point where the derivative of the \( \rho'(\cdot) \) function is zero (see [21]). The scale factor \( \sigma_2 \) can be estimated by applying a robust least-trimmed squares (LTS) estimator to the pseudo-residuals (see [22]) defined as

\[
s_i(t) = (f_i(t+1) - f_i(t))/\sqrt{2},
\]

where the coefficient \( 1/\sqrt{2} \) ensures that \( E[(s_i(t))^2] = E[(f_i(t))^2] \). The scale factor \( \sigma_1 \) is estimated by using the variance of the residuals given by the least-mean-squares estimator and obtained at the initialization of the estimated procedure. Let us point out that in regions where there are no moving vesicles, \( \sigma_1 \) and \( \sigma_2 \) are found to be almost equal.

As a matter of fact, even though the proposed estimator is slightly biased [20], simulations proved that the \( L_2 \) risk of the estimator is smaller with an asymmetric cost function when data are corrupted by an additive positive signal. Finally, as shown in Figure 7.5(b), the proposed estimator is able to deal with heavily contaminated data and outperforms the symmetric Leclerc M-estimator.

However, this point-wise procedure is not sufficient to accurately estimate the background parameters for all the pixels/voxels. For improving estimations quality, we propose exploiting the spatial correlation between the parameters \( a_i \) and \( b_i \).

### 7.3.2 Spatial Coherence for Background Estimation

Spatial regularization can be accomplished by adopting the bias-variance tradeoff framework already described in [23–26]. Instead of using a single temporal signal
for each pixel $p_i$ to estimate $a_i$ and $b_i$, a set of temporal 1-D signals is first collected in a spatial neighborhood of pixel $p_i$. A set of nested space-time tubes is considered by taking the pixels in a growing spatial square neighborhood of $p_i$ (see Figure 7.5(c)). Each tube $T_{i,k}$ at $p_i$ is parameterized by its diameter $\phi_{i,k}$, where $k \in [1,...,K]$ denotes the iteration of the procedure.

To select the optimal diameter of the space-time tube at pixel $p_i$, the pointwise $L_2$ risk $E[(\hat{\theta}_i - \theta_i)^2]$ (decomposed into two parts: squared bias and variance) of the estimator is minimized, where $\theta_i = (a_i, b_i)$ denotes the true value, and $\hat{\theta}_i$ is the corresponding estimator at pixel $p_i$. As shown in Figure 7.5(d), while the diameter $\phi_{i,k}$ increases with $k$, the bias increases too. This can be explained by the fact that the data cannot be described any longer by a unique parametric model. In contrast, by taking more data points, the variance decreases. This behavior, also
called bias-variance tradeoff, is exploited to detect the minimum of the point-wise $L_2$ risk, which is nearly equal to twice the variance [23] (see Figure 7.5(d)).

For each diameter $\phi_{i,k}$, new estimates of the background model parameters $\hat{\theta}_{i,k}$ and the associated covariance matrix $\hat{C}_{i,k}$ (as proposed in [18]) are computed with the procedure described in Section 7.3.1, but by using all the data taken in the considered spatial neighborhood. Furthermore, it can be shown that the bias-variance tradeoff can be expressed with the following statistical test [26]:

$$
\frac{n - 2 + 1}{2n} \left( \hat{\theta}_{i,k} - \hat{\theta}_{i,k'} \right)^T \hat{C}_{i,k}^{-1} \left( \hat{\theta}_{i,k} - \hat{\theta}_{i,k'} \right) < \eta
$$

(7.3)

for all $1 \leq k' < k$, where the threshold $\eta$ is defined as a quantile of a Fisher distribution of parameters 2 and $n - 2 - 1$, since we use an estimator of the covariance matrix. While this inequality is satisfied, the diameter of the tube is increased and the estimation process is continued.

### 7.3.3 Example

We now describe an experiment that demonstrates the performance of the estimation method. For this purpose, we use the real image sequence shown in Figure 7.4(a). The estimated maps $\{\hat{a}_i\}$ and $\{\hat{b}_i\}$ are, respectively, shown in Figure 7.4(e, f). The map $\{\hat{a}_i\}$ related to the static component of the background model reveals several interesting locations in the cell. The very bright region is associated to the Golgi apparatus, while the bean-shaped darker region indicates the location of the nucleus. Finally, Figure 7.4(g) shows the residual map containing only the vesicles, appearing as small blobs in the foreground of the image sequence. Next section deals with the estimation of the model parameters describing the foreground.

### 7.4 Foreground Analysis: Network Tomography

We propose here a method to estimate flows between origin-destination (OD) pairs. If these flows are known, simulation can be performed as described in Section 7.2. This approach was applied to the analysis of road trafficking [27], and more recently to communication networks [28].

Usual approaches for traffic analysis in video-microscopy aim at tracking each object. The most commonly used tracking concept is the connexionist approach [29, 30] consisting of detecting particles independently in each frame and then linking the detected objects over time. In the case of Rab6 analysis, temporal sampling is quite low compared to the speed of the numerous vesicles. Then, the correspondence between the detected objects and their entire trajectories (data association) is very hard to compute. Recent data association combined with sophisticated particle filtering techniques [31], fast marching methods [32], or graph theory–based methods [10, 33] have been successfully applied and solve the tracking problem in these difficult conditions. In this chapter, we propose an alternative framework also consistent with traffic modeling. Note that the OD flow problem is also related to the extraction of kymograms in video-microscopy image
sequence [6] in the sense that it also uses the microtubule network as a priori information.

In this section, we first introduce the concept of network tomography (NT). Then, we propose an original approach to measure activities on the network edges, which amounts to counting vesicles in regions, avoiding tracking, and motion estimation. Finally, we present an optimization framework to estimate the origin-destination flows from these measurements.

### 7.4.1 Network Tomography Principle

We now introduce the principle of NT and its application to video-microscopy trafficking. In Section 7.2, a network model has been introduced to describe the foreground in the image sequences. In this model, the graph associated with the microtubule network is composed of vertices associated with crossings or origin and destination nodes, and edges associated to “roads” used by the vesicles. To estimate flows of objects, a straightforward approach would be to measure the activity on the roads. However, this requires an accurate localization of the roads and reliable detection of the vesicles which are both known to be hard problems in computer vision. In what follows, we consider a network with a limited number of nodes (to indicate cell regions obtained by image partitioning).

#### 7.4.1.1 Partitioning the Cell Region

The maximum intensity projection (MIP) map in the direction of time axis is a precious key for partitioning the imaged region. We assume that the likely regions of origin or destination correspond to brighter spots in the MIP map because vesicles are temporally stocked in these areas. For illustration, the MIP map extracted from the image sequence shown in Figure 7.4(a) is given in Figure 7.4(g). A possible image partitioning consists of arbitrarily dividing the MIP image into Voronoi cells given a set of labeled regions obtained automatically or supplied by the expert biologist if required, as proposed in [34]. A partition for the cell observed in the image sequence of Figure 7.4(a) is typically illustrated in Figure 7.6(a), where the centers are represented as crosses and the different regions appear in gray levels, while the MIP map is depicted in the background. In practical imaging, the Voronoi diagram is computed using the *qhull* library [35].

Note that the Voronoi diagram can be described by an adjacency graph (Figure 7.6(b)), which is consistent with the NT concept used for tracking. The different Voronoi cells represent the set of vertices $V$, while the boundaries between the cells represent the set of edges $E$, so the graph $G(E, V)$ is wholly defined. Finally, we introduce two edges in the graph between two neighboring cells for bidirectional trafficking.

#### 7.4.1.2 Network Tomography Concept

We present more formally the estimation of the OD flows on the designed network. The graph $G$ is composed of $n$ vertices and $r$ edges. An origin/destination pair is a couple of vertices in the graph linking an origin vertex to a destination vertex. So,
Figure 7.6 (a) Partition of the image sequence shown in Figure 7.4(a) by using a Voronoi decomposition. The different regions appear in gray levels, their centers appear as crosses, and the MIP map is depicted in the background; (b) the corresponding graph; and (c) and (d) results obtained by applying the NT-based approach on the sequence of the Figure 7.4(a). The arrows represent the estimated OD pairs, and the corresponding numbers at the top right represent traffic proportions. For these two experiments, the region at the bottom is imposed to be an origin region.
the set of all possible OD pairs is composed of $c = n(n - 1)$ elements. Given the number of objects detected as going from one vertex to a neighbor vertex in the graph, the goal consists of estimating how many vesicles use each OD pair, by linking OD pairs with edges, thanks to a routing procedure. This problem is then similar to determining the source-destination trafficking based on link measurements in computer networks [28].

Let $X_{jt}, j = 1, \ldots, c$ be the number of “transmitted” vesicles on the OD pair $j$ at time $t$. The measurements $Y_t = (Y_{1,t}, \ldots, Y_{r,t})^T$ are the number of vesicles that pass from one vertex to another vertex at time $t$. In this traffic flow problem, we then assume the following model:

$$Y_t = AX_t$$

where $X_t = (x_{1,t}, \ldots, x_{c,t})^T$, and $A$ denotes an $r \times c$ routing matrix, which has binary elements $A_{ij} = 1$ if edge $i$ is in the path for the OD pair $j$, and 0 otherwise. The path between two vertices in the graph is defined as the shortest path between these two vertices. For illustration, if we consider the simple example shown in Figure 7.6(b), some rows of the matrix $A$ are presented in Table 7.1. The aim is to estimate $X_t$ given $A$, but in image sequences, the counting analysis data $Y_t$ are not available and must be carefully computed. We address this problem in the next section.

### 7.4.2 Measurements

The application of NT requires knowing exactly how many vesicles are moving from one Voronoi cell to another one at each time step. Our idea is to compute the difference of the number of vesicles observed at two consecutive time steps in each neighboring region and then to infer the exact number of vesicles that crosses each common boundary. Moreover, we assume that the level of fluorescence is proportional to the number of objects at each pixel. So the difference of image intensity between two time steps represents the difference of the number of objects in each region. Preliminary, the background corresponding to the Golgi Apparatus
and the cytosol is removed using the preprocessing algorithm, as explained in Section 7.3. We illustrate this idea using a simple example.

We consider the fluorescence exchanges at vertex 1 in the graph shown in Figure 7.6(b). Let \( Z_v,t \) be the total amount of fluorescence at vertex \( v \) and time \( t \), and let \( Y_e,t \) be the level of fluorescence to be determined on edge \( e \) at time \( t \):

\[
Z_{1,t+1} - Z_{1,t} = Y_{3,t+1} - Y_{4,t+1} + Y_{6,t+1} - Y_{5,t+1} + Y_{9,t+1} - Y_{10,t+1}
\]

This equation can be extended to all vertices: let \( \Delta Z \) be the \( n \times t \) matrix corresponding to the difference of fluorescence in each region between two consecutive time steps, with \( n \) the number of regions and \( t \) the number of images in the sequence. Let \( Y \) be the \( r \times t \) matrix representing the level of fluorescence that fluctuates from one region to another at each time, with \( r \) denoting the number of edges. We define \( M \) as the so-called “neighborhood \( n \times r \) matrix” composed of ternary elements \( m = \{-1, 0, 1\} \) that links the regions according to the neighborhood relationships. For example, in the graph of Figure 7.6(b), \( M \) is defined as shown in Table 7.2.

Then, we have the linear equation:

\[
\Delta Z = MY
\]

(7.5)

Our aim is to estimate \( Y \) with \( r > n \) given \( \Delta Z \), to solve an under-constrained problem. Additional constraints are necessary for solving (7.5). First, we assume that all the components of \( Y \) are positive since the edges are unidirectional. In addition, the \( \Delta Z \) rows are assumed to be independent and identically distributed (i.i.d.), and Gaussian distributed. This leads to the following optimization problem:

\[
\hat{Y} = \min_Y \| \Delta Z - MY \|^2 \text{ subject to } Y \geq 0
\]

solved by a nonnegative least square algorithm. The estimated measurements are further used for NT.

### 7.4.3 Problem Optimization

Once the data are estimated, we have to estimate \( X_t \) from (7.4). The inherent randomness of the measurements motivates the adoption of a statistical approach.

<table>
<thead>
<tr>
<th>Edges</th>
<th>Vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2 0 0 1 -1 -1 1 0 0 1 1</td>
</tr>
<tr>
<td>2</td>
<td>-1 1 0 0 0 0 1 -1 -1 -1</td>
</tr>
<tr>
<td>3</td>
<td>1 -1 -1 1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>4</td>
<td>0 0 0 0 0 0 1 -1 -1 1 0 0 0</td>
</tr>
</tbody>
</table>
7.4.3.1 General Case

We reasonably assume that the whole traffic is temporally distributed as a Poisson process—(i.e., $X_{j,t} \sim \text{Poisson}(\lambda_j)$). Then, the number $c$ is greater than $r$, and the problem is under constrained. Additional constraints are necessary for solving this inverse problem. First, in [28], the author proposed introducing constraints related to the assumption that the traffic is temporally Poisson distributed. The NT method amounts then to estimating the values $\lambda_j$ given the additional set of equations corresponding to temporal averages:

$$
\begin{align*}
\mathbf{Y}_i &= \sum_{k=1}^c A_{i,k} \lambda_k, \quad i = 1, \ldots, r \\
\text{cov}(\mathbf{Y}_i, \mathbf{Y}_{i'}) &= \sum_{k=1}^c A_{i,k} A_{i',k} \lambda_k, \quad 1 \leq i \leq i' \leq r
\end{align*}
$$

This set of equations gives a system of $r(r+3)/2$ linear equations that forms an overconstrained problem that can be better solved with the conditions $\lambda_i \geq 0$. Moreover, in this study, the aim is not to obtain the number of vesicles that utilize each path, but to estimate the proportions of vesicles on each path. Hence, unlike previous methods [28,34,36], we impose the condition $\sum_{i=1}^c \lambda_i = 1$ as an additional constraint. The previous system can be written more compactly as:

$$
\begin{pmatrix}
\mathbf{Y} \\
\mathbf{S}
\end{pmatrix} = 
\begin{pmatrix}
\mathbf{A} \\
\mathbf{B}
\end{pmatrix} \Lambda
$$

(7.6)

where $\Lambda = (\lambda_1, \ldots, \lambda_c)^T$ contains the temporal mean of the traffic flow, $\mathbf{S} = \{\text{cov}(\mathbf{Y}_i, \mathbf{Y}_{i'})\}$ is the sample covariance matrix rewritten as a vector of length $r(r+1)/2$, and $\mathbf{B}$ is an $(r(r+1)/2) \times c$ matrix with the $(i,i')$th row of $\mathbf{B}$ being the element-wise product of row $i$ and row $i'$ of the matrix $\mathbf{A}$.

The system can be solved using the estimation-maximization (EM) method [28,36] or the convex-projection algorithms [34]. In our case, we adopt a nonnegative mean square estimation that also provides a simple and reliable way to estimate the OD traffic $\hat{\Lambda}$. Note that a review of existing methods is proposed in [37].

7.4.3.2 More Constraints and A Priori Knowledge

When the expert specifies the origin or destination regions, the problem is better constrained and the solution is expected to be more relevant. If we assume that the origins or destinations are known, this can be casted into additional hard constraints. Typically, if the Voronoi cell $r$ is the single origin region to be considered, then all the OD pairs involving other origin cells except $r$ should be discarded. Hence, let $\mathcal{R}$ be the set of OD pairs for which $r$ is the origin vertex. Then, if $\mathcal{O}$ denotes the set of all OD pairs, $\mathbf{A}$ can be modified as follows:

$$
\mathbf{A}(; \mathcal{O} \setminus \mathcal{A}) = 0
$$

with $\mathbf{A}(; \mathcal{O} \setminus \mathcal{A}) = \{\mathbf{A}(1, \mathcal{O} \setminus \mathcal{A}); \mathbf{A}(2, \mathcal{O} \setminus \mathcal{A}); \ldots; \mathbf{A}(r, \mathcal{O} \setminus \mathcal{A})\}$. The same modeling can be applied for imposing additional origin or destination regions. This
demonstrates the flexibility of the approach, adapted to situations when prior knowledge is required.

### 7.4.4 Experiments

In this section, we propose two experiments to demonstrate the ability of the NT-based approach for a real image sequence. All these experiments are tested by considering the sequence shown in Figure 7.4(a). This sequence is composed of 150 images extracted from a fast 4-D deconvolution microscopy (wide-field) process [6]. First, the background has been removed during a preprocessing step. The estimated results are reported in Figure 7.6(c, d). In these figures, the Voronoi cells are in gray levels, while the MIP map is shown in the background by transparency. The different estimated OD pairs appear as arrows, and the corresponding numbers at the right top of the figures are the estimated proportions of moving vesicles for each OD pair.

A first experience was carried out with a crude segmentation (Figure 7.6(c)). According to the expert biologists, the vesicles are moving from the Golgi Apparatus (the region at the bottom) to end points located at the periphery of the cell (corresponding to the three other regions)—that is why we impose the region at the bottom to be the origin Voronoi cell. The results obtained with this additional hard constraint correspond to trafficking from the Golgi Apparatus to the end points. In that case, the traffic tends to be a little denser in the regions at the top and on the right than in the region on the left.

In another experiment corresponding to another partition of the image shown in Figure 7.6(d), two Voronoi cells are added between the origin cell and the destination cells. The Voronoi cell located at the bottom is still constrained to be the origin cell. With this partitioning, another destination cell appears at the top right of the compartment. This is not in contradiction with the expert biologists since this region is located on the periphery of the cell. We observe that the amount of traffic that had the right Voronoi cell for destination in the previous experiment is divided into the two destination cells on the right of the compartment for this experiment.

### 7.5 Conclusions

We have described an original framework for the analysis of the dynamical content of fluorescence video-microscopy dedicated to the intracellular membrane trafficking. We have briefly introduced the biological context and fluorescence video-microscopy, and presented a data-based modeling for the intracellular trafficking. The proposed model is parametric with few degrees of freedom and relies on the separation between background/foreground. It provides a statistical description of the events observed in the cell. This modeling can be used for image simulation; the input parameters are either specified by the user or estimated beforehand from real image sequences. In the latter case, a point-wise adaptive estimation is presented for estimating the parameters related to the background of the sequence. Then,
network tomography is used to recover from the sequence the origin-destination probabilities associated to the particles. Measurements are a critical point in this framework, and an original method is described to avoid motion estimation and tracking in noisy video-microscopy.

Even though these preliminary results are encouraging, this new estimation/simulation approach still needs further development. We hope that it will help to better understand the mechanisms involved in the intracellular traffic.
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Techniques for Cellular and Tissue-Based Image Quantitation of Protein Biomarkers
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8.1 Current Methods for Histological and Tissue-Based Biomarker

Hematoxylin-Eosin (H&E) staining of thin (5–7 micron) tissue sections has been used by pathologists for well over 100 years and is widely accepted as the foundation of disease classification. Hematoxylin stains cell nuclei blue, while eosin, as a counter-stain, stains cytoplasm and connective tissue pink. Due to its long history, as well as low cost, fast preparation, and easy image acquisition, there is a strong belief that H&E will continue to be the common practice for the foreseeable future [1, 2].

Pathologists typically make diagnostic decisions from H&E stained tissue sections based on the attributes of cell size, shape, texture, and color contrast of various fine features as viewed under a microscope [3]. Although a pathologist is well trained to decipher fine differences in tissue features, the analysis is inherently subjective, and use of objective quantitative analysis is limited in current clinical practice. With the advancement of digital microscopy, high-quality microscopic images of specimens are becoming digitally available in large quantities [4]. Digital technology will likely lend itself to quantitative objective analysis of H&E stained tissue sections [5, 6]. However, the complex interpretations that are learned through years of training and that rely on the complexities of the human mind will be difficult to fully recapitulate, even with current and future computational power.

One area in clinical pathology practice that lends itself more readily to quantitative image analysis is immunohistochemistry (IHC) and fluorescence in situ hybridization (FISH), collectively known as molecular pathology. The advent of IHC in the 1970s enabled the visualization of specific protein biomarkers using antibodies tagged with chromogenic substrates. This technique coexists with and augments H&E and is becoming increasingly favored for prognostic purposes. Routine clinical tests include detection of estrogen and progesterone receptors (ER, PR) by IHC and determination of the ERBB2 (HER-2) receptor level based on IHC or gene copy number by fluorescence in situ hybridization (FISH). These tests are critically important for determination of appropriate therapy. ER positive [ER(+)] patients are offered antihormone therapy and patients with HER-2 over expression or amplification are offered Herceptin [7]. The only systemic alternative currently available for ER-negative [ER(-)] patients is chemotherapy.

Like H&E, IHC succumbs to the limitation of subjective quantitation and is typically analyzed in a semi-quantitative manner by visual inspection. This limitation
is inherent to chromagenic staining methods [3]. For this reason, image analysis methods that can objectively assess the intensity of chromagenic substrates are gaining traction in clinical practice, and several standard IHC tests have recently become FDA approved [8]. More recently, immunofluorescent methods that lend themselves to more sensitive and linearly quantitative techniques are beginning to emerge [9]. The clinical value of automated fluorescence-based image analysis of protein biomarkers has been demonstrated in breast cancer [9] and lung cancer [10]. Although such methods are not yet approved for routine clinical use, it is likely that they will lead to new diagnostic approaches in clinical pathology.

8.2 Multiplexing

Gene and protein arrays are commonly used for measuring multiple targets (multiplexing) at the molecular level. However, gene expression may not represent actual protein expression, nor does it provide information on the cellular localization within the context of the tissue specimen. Multiplexing directly on tissue or cells, without the need for extraction and dispersion on chips, preserves the spatial integrity of proteins while still allowing the assessment of multiple interactions between those proteins. This provides an entirely new way of examining biomarkers and could shed light on previously unexamined relationships between spatial location and protein-protein interactions.

For example, prediction of disease outcome or therapeutic response will likely require the analysis of multiple components from several biological pathways. In oncology, many cancer types are very heterogeneous in phenotype and require complex screening. Breast cancer is a typical example whereby a single patient may be screened for expression of different hormone receptors (estrogen and progesterone), keratin profile to determine tumor subtype (luminal or basal), and over-expression of the oncogene Her2 for which an antibody therapy exists as an adjuvant therapy [11]. Through multiplexing analysis, it will become increasingly possible to provide customized medicine.

8.2.1 Fluorescence Microscopy

An important advantage of immunofluorescent techniques for tissue-based biomarker interrogation is the ability to multiplex proteins in a single tissue section. Fluorescence lends itself to multiplexing for two main reasons: (1) there is a wide range of fluorophore dyes and/or nanocrystals with nonoverlapping emission spectra, and (2) sequential staining and imaging is possible with methods such as photo-bleaching. Detection agents can take the form of small organic molecules (such as Cye and Alexa dyes, FITC, and Rhodamine), nanocrystals (“quantum dots”) [12], proteins with inherent fluorescent properties [13], and genetic tags that have been coupled with fluorochromes [14]. These molecules are frequently functionalized to couple efficiently with other biological agents such as antibodies or nucleic acids. The main forms of multiplexing include 3–4 “channels” through standard fluorescence microscopy, 5–6 channel analysis with quantum dots, “spectral bar-coding” in which a finite number of dyes are mixed in combination and precise
spectral characteristics are determined on a per-pixel basis, and repeated use of a few fluorescent channels through regulating the dyes’ fluorescent properties such as photobleaching or antibody denaturation/stripping. A common requirement of all these methods is the ability to digitally reconstruct the patterns seen for the different biomarkers. This is accomplished through either digital “layering” in which multiple images are overlapped on top of one another [15, 16], or spectral unmixing in which numerous agents, each with unique spectral properties, are detected simultaneously [17].

### 8.2.2 Fluorescent Dyes

There are numerous fluorescent dyes available for use as labeling agents to tag detection agents in biological samples [14]. These dyes each have unique spectral properties, in particular differing wavelengths of light for excitation and the resulting fluorescent emission. Detection is accomplished by the use of band pass and dichroic filters, allowing specific wavelengths of light to pass such that for a given filter combination a single fluorochrome is seen [18]. It is typical to examine blue, green, orange, and red fluorochromes in this manner whereby the spectrum of each dye is distinct so that there is no cross-talk between the different fluorochromes. Using combinations of dyes together allows a higher level of multiplexing to be obtained through the generation of unique spectral signatures. These methods have been utilized in human genetic analysis in a process known as spectral karyotyping to detect each individual human chromosome and to determine rearrangements or fragmentation in cytogenetic analysis [19].

One potential drawback to fluorescent dyes is the impermanence of signal and loss of activity with time. A second potential limitation, which has been overcome to a large degree with advances in CCD camera technology, is the limits of detection of low signal abundance. A third challenge is the auto-fluorescence generated by the tissues. The longer the exposure required to detect the signal, the more auto-fluorescence is also accumulated in the resultant image. Thus, the amount of light generated specifically by the fluorochromes must be a certain degree above the noise in the system, which largely stems from tissue auto-fluorescence. Several hardware applications such as laser scanning confocal microscopy and the use of structured light with multiple image acquisition (such as the Zeiss Apotome) allow a mechanical mechanism for removing the auto-fluorescence [20]. Through the use of spectral acquisition and deconvolution, the analysis of individual pixels based on wavelengths of light passing through the detector (such as liquid crystal tunable filters) can be used in numerous multiplexing platforms for signal detection [17].

### 8.2.3 Quantum Dots

Quantum dots have been used for multispectral analysis of biological specimens [21, 22]. These are nanostructures containing a photo-activatable metal core (such as CdSe/ZnS) surrounded by a shell. Fluorescence can be generated from these molecules by excitation in the near UV range, which produces a fluorescence with very distinct peak spectral output spanning as low as 10 nm, allowing
for spectral separation between the different nanostructures. Through coupling of the nanospheres to avidin and binding to biotinylated antibodies, five distinct molecules were visualized along with nuclear staining with 4′6-Diamidino-2-PhenylIndole (DAPI) [23]. Quantum dots have also been used for FISH analysis for multiplexed analysis of cellular mRNAs and cytogenetic analysis of human chromosomes [24–27]. The main limitation to the level of multiplexing achievable with quantum dots are the size of the nanoparticles, and full application of the use of these particles for molecular analysis will be accomplished through ongoing development.

8.2.4 Photobleaching

Fluorescent dyes are inherently unstable to photo bleaching and can be inactivated by exposure to proper wavelengths to photo-excite the fluorescent dyes, rendering them incapable of further fluorescence. However, for some dyes, their susceptibility to photobleaching has enabled multiplexing. Using this approach, a dye-labeled antibody can be localized to the sample of interest, imaged to record the localization pattern, photobleached to clear the localization pattern, then reincubated with a second dye-labeled antibody, and the process is sequentially repeated. Methods for measuring multiple protein networks in tissue (the toponome) have relied on the use of photo bleaching to localize more than 100 antigens in a single sample [28]. This method has a limitation in that the fluorescent dyes must be directly coupled to the antibodies to achieve high-level multiplexing. For complex tissue samples and low abundance proteins, signal amplification may be needed to generated sufficient signal.

8.3 Image Analysis

Tissue microarrays (TMAs) provide the means for simultaneous analysis of tissue from large numbers of patients. Tissue microarrays contain hundreds of tissue spots (approximately 0.6 mm or greater in diameter) originating from cores of tissue from regions of interest in paraffin-embedded tumor samples. The tissue cores are transferred to a recipient paraffin block, in a precisely spaced array pattern. Each block can generate 100–500 sections analyzed using independent IHC tests and can serve as a valuable discovery tool for tissue-based biomarkers [29, 30]. However, the large amount of information in TMAs and the high dimensional nature of the data makes automated image analysis algorithms essential for high throughput segmentation of TMA images into subcellular compartments (i.e., cytoplasm, nucleus, membrane) and quantitation of biomarkers in these compartments [9]. In the following sections we describe algorithms for registering and segmenting multichannel microscopic images of breast TMAs into subcellular compartments for automated quantitation of multiple target proteins. The multichannel images of different biomarkers are obtained by a multistep image acquisition procedure. These images are corrected for nonuniform illumination. A robust, multiresolution image registration algorithm is applied to transform images into the same coordinate system. A multichannel segmentation method is then applied to segment
the registered images into subcellular compartments. The algorithms are general and able to handle multiple images with arbitrary number of channels that are acquired in multiple steps. Finally, multiple target proteins are superimposed on individual compartments to calculate metrics associated with subcellular protein expressions and translocation. The overall workflow is shown in Figure 8.1. In the following sections, we describe the details of each of the preprocessing, registration, segmentation, and quantitation steps.

8.3.1 Image Preprocessing

In the preprocessing step, raw images are smoothed by a Gaussian filter to remove noise. Nonuniform illumination is also corrected. The illumination pattern can be estimated from the images or directly computed by using calibration targets. Most filter-cube and microscope manufacturers carry fluorescent plastic that can be used for calibration. If the calibration images are not taken during the acquisition, the illumination pattern can be estimated from a series of images. The observed image, \( I(x, y) \), can be modeled as a product of the excitation pattern, \( E(x, y) \), and the emission pattern, \( M(x, y) \). While the emission pattern captures the tissue-dependent staining, the excitation pattern captures the illumination.

\[
I(x, y) = E(x, y)M(x, y) \quad (8.1)
\]

In the logarithm domain, the previous equation can be transformed to a linear form:

\[
\log(I(x, y)) = \log(E(x, y)) + \log(M(x, y)) \quad (8.2)
\]
From a set of $N$ images, let $I_n(x, y)$ denote ordered set of pixels. In other words, the pixels are sorted for any given $(x, y)$ location such that

$$I_1(x, y) \leq I_2(x, y) \leq \cdots I_n(x, y) \cdots \leq I_N(x, y) \quad (8.3)$$

Assuming that a certain percentage ($p$) of the image is formed from stained tissue (nonzero backgound), then a trimmed average of the brightest pixels can be used to estimate the excitation pattern:

$$E'_{AVE}(x, y) = \frac{1}{N-K+1} \sum_{n=K}^{N} \log(I_n(x, y)) \quad (8.4)$$

where $K$ is set to an integer closest to $N(1-p) + 1$. In our experiments, we set $p$ to 0.1 (10 percent). In (8.4), the average emission pattern of the tissue is assumed to be uniform. Since the images are recovered up to a scale factor, we can drop the constant term introduced by the uniform emission pattern. This approximation holds if a large number of images are used in the averaging process. However a large percentage of pixels (90 percent) are already excluded to eliminate the non-tissue pixels in the images. To overcome the limited sampling size, we approximate the log of the excitation pattern with polynomials;

$$E'_{AVE}(x, y) = \sum_{0 \leq i+j \leq p; i+j \leq p} a_{ij} x^i y^j \quad (8.5)$$

The parameters $a_{ij}$ are solved by minimizing the mean squared error [31]. The surface generated by the polynomial coefficients are then used to correct individual images. A sample average excitation pattern and the estimated polynomial illumination surface are shown in Figure 8.2(a, b), respectively. Figure 8.3(a, b) shows a fluorescent image before correction and after correction, respectively. Use of polynomial surface to estimate the illumination pattern is not limited to fluorescent microscopy; brightfield image can be corrected similarly. If each color channel is corrected separately, this corrects for the color temperature of the light source as well—see Figure 8.3(c, d).

![Figure 8.2](image_url)

**Figure 8.2** Trimmed average image of one channel; and (b) a third-order polynomial approximation of the illumination pattern.
Figure 8.3 Fluorescent image showing DAPI staining: (a) before correction, and (b) after illumination correction. A bright field DAB staining image before illumination correction: (c) before correction, and (d) after illumination correction.

8.3.2 Image Registration

Image registration techniques, such as mutual information or correlation-based techniques, can be used to register images from each step of a sequentially multiplexed study and align them accurately. The experiments are designed such that at each step of the sequential staining, images of the nuclei are acquired. Figure 8.4 shows an example sequence of images where the first image is the image of the nuclei. Similarly, the nuclei can be stained by Hematoxylin in the H&E stain. The first nuclei image is set as the reference image, and each of the subsequent nuclei images are registered to the reference. Once the transformation parameters are estimated, then all the channels can be mapped onto the reference coordinate system.

Given two set of nuclei images, one being the reference image from the first step, \( I_1^N(x, y) \), and the second being either from the subsequent fluorescent acquisitions or the nuclei channel from the final H&E step, \( I_k^N(x, y) \), we find a transformation \( T^{k,1} \), such that the image similarity measure between \( I_1^N(x, y) \) and \( I_k^N(T^{k,1}(x, y)) \) is maximized. Different combinations of transformations and image
Figure 8.4 Four channels of one tissue sample. The top row shows images from the first imaging round with a nucleus-stain (left) and a membrane-stain (right). The bottom row shows images from the second imaging round with cyan fluorescent protein (CFP) stain (left) and smooth muscle actin stain (right).

Similarity measures have different performance computation requirements and are suitable for different applications. In this work, we use a rigid transformation and a mutual information-based image similarity measure [32, 42]:

\[
S(t) = -\sum_l \sum_\kappa p(l, \kappa | t) \log \frac{p(l, \kappa | t)}{p_M(l | t) p_F(\kappa)}
\] (8.6)

where \( p, p_M, \) and \( p_F \) are the joint, marginal moving, and marginal fixed probability distribution of the image intensities; \( t \) is the parameter vector of the transform; and \( l \) and \( \kappa \) are the intensity values in the respective images. In order to improve the robustness of the algorithm, we use a multiresolution strategy to find the transform that aligns the two images. Color Plate col10 illustrates the registration of a breast cancer tissue image using the DAPI channel and subsequent transformation of the CFP channel image using the registration results of the DAPI channel.

While for fluorescent acquisitions, the nuclei images are part of the experiment (DAPI acquisition in our case), computing the nuclei image from color images of
8.3 Image Analysis

The H&E needs an additional step. The red, green, and blue components of the H&E image are used to generate nuclei image using the following equation:

$$I_{N}^{HE}(x, y) = c \cdot \left( \frac{I_{BLUE}^{HE}(x, y)}{\sqrt{I_{RED}^{HE}(x, y) \cdot I_{GREEN}^{HE}(x, y)}} \right)^{\gamma}$$  (8.7)

where $c$ and $\gamma$ are tuning parameters for contrast and gamma correction, respectively. Since the hematoxylin stains the nuclei to blue, the highest contrast is achieved when the blue channel is normalized by the geometric mean of the red and green channels. Color Plate 11(a, b) shows an H&E image and its estimated nuclei component computed by (8.7), respectively. A two-channel fluorescent imaging of the same tissue stained with molecular biomarkers with green representing a membrane related marker (beta-catenin) and blue representing a nuclei related stain (DAPI) are shown in Color Plate 11(c) and Color Plate 11(d), respectively. The registered DAPI image in the H&E coordinate system is shown in Color Plate 11(e). The registration parameters estimated from the DAPI and H&E images are then used to map the beta-catenin channel into the H&E coordinate system (shown in green color in Color Plate 11(f)).

8.3.3 Image Segmentation

Subcellular quantification of target proteins requires segmentation of the subcellular compartments, such as nuclei, membrane, and cytoplasm. The segmentation can be achieved by either segmenting each channel separately or segmenting all channels at once. Segmentation of ridge-like and blob-like structures is one of the most common segmentation tasks in medical and life sciences imaging applications. Commonly, such applications require detecting vessels [43], bronchial tree [44], bones [45, 46], and nodules [47–49] in medical applications, and detecting neurons [42, 50], nuclei [51], and membrane [52] structures in microscopy applications. Partitioning of a multiple channel digital image into multiple segments (regions/compartments) is one of the most critical steps for quantifying one or more biomarkers in molecular cell biology, molecular pathology, and pharmaceutical research.

Subcellular segmentation can be achieved in most cases using a single channel. For many of the approaches in the literature, preprocessing of the images is required to reduce noise or to extract features from the images. Common preprocessing steps include thresholding, edge detection, and smoothing. A number of cellular-level segmentation tasks have been accomplished by combining only these preprocessing steps. In [53], median filtering and morphological operations of erosion and dilation were adapted to segment melanomas and lymphocytes. Binary thresholding was similarly combined with morphological operations and image thinning to segment cells in histology images in [54]. However, more intelligent preprocessing is needed for nontrivial applications. In [55, 56], cellular images of breast tissue were denoised using a nonlinear diffusion filter followed by a directional coherence filter to enhance the boundaries of the nucleus. A nonlinear illumination correction method was described earlier.
Region-based segmentation, in which the image is divided into regions based on some homogeneity criteria, is commonly used. Typically, segmentation starts from a seed pixel or region (e.g., center of the nucleus) determined automatically or specified by some user interaction, and then grows to include neighboring pixels that meet a specified intensity, texture, or shape criteria. In the connected-threshold region-growing algorithm [57], for example, all neighboring pixels between an upper and lower threshold values are included recursively. This is after smoothing with an edge-preserving smoothing filter such as anisotropic diffusion [52], curvature flow [53], and bilateral [53] filters. In a fluorescence cellular microscopy image, the seed points may be obtained by initial thresholding, using a top-hat filter [58] or by computing distance transforms to obtain pixels in the cells, which are then grown to the cellular boundaries. In the confidence-connected region-growing approach [34, 59–62], the mean and standard deviation of the seed region, and all pixels around the region that fall within a range of the mean, are recursively accepted as part of the region. When there are no more pixels to include, the mean and standard deviation of the newly obtained region is computed and the process iterated a few times. The isolated-connected algorithm [34, 35] in which two seed points are given from two different regions (e.g., nucleus and cytoplasm) can be used to segment the whole cell. The goal of the algorithm is to grow a region that is connected to the first region but not connected to the second. A binary search is used to find the optimal separating intensity value. In [63] region growing was employed after binary thresholding to segment the nuclei in FISH images. In Color Plate 12(b), the result of membrane segmentation is overlaid on the tissue image. A membrane-stained channel image was smoothed with curvature flow filter to remove the noise while preserving the membrane markings. A nonmaximal suppression algorithm was then employed to remove spurious signals and retain only those that form a continuous boundary.

8.3.4 A Unified Segmentation Algorithm

While different segmentation algorithms can be used for each of the nuclei and membrane compartments, an alternative is to use the same algorithm in different modes. For example, the curvature metric derived from nuclei and membrane images can be used as metrics to classify segments using supervised or unsupervised (parametric or nonparametric) algorithms [64]. A commonly used approach to computing curvature-based metrics is to extract them from the eigenvalues of the Hessian matrix. Due to their invariance to rigid transformations, these metrics can be used for a broad class of ridge-like and blob-like structures [65]. The Hessian of an image \( I(x, y) \) is defined as

\[
H(I(x, y)) = \begin{bmatrix}
\frac{\partial^2 I(x, y)}{\partial x^2} & \frac{\partial^2 I(x, y)}{\partial x \partial y} \\
\frac{\partial^2 I(x, y)}{\partial y \partial x} & \frac{\partial^2 I(x, y)}{\partial y^2}
\end{bmatrix} \tag{8.8}
\]
The eigenvalues \( \lambda_1(x, y) \leq \lambda_2(x, y) \) of the Hessian matrix can be either numerically calculated or analytically written in terms of the elements of the Hessian Matrix:

\[
\lambda_{12}(x, y) = \frac{1}{2} \left\{ \frac{\partial^2 I(x, y)}{\partial x^2} + \frac{\partial^2 I(x, y)}{\partial y^2} \right. \\
+ \sqrt{\left( \frac{\partial^2 I(x, y)}{\partial x^2} - \frac{\partial^2 I(x, y)}{\partial y^2} \right)^2 + 4 \left( \frac{\partial^2 I(x, y)}{\partial x \partial y} \right)^2} \right\} \tag{8.9}
\]

The eigenvalues encode the curvature information of the image and provide useful cues for detecting ridge-like membrane structures or blob-like nuclei structures. However, the eigenvalues are dependent on image brightness. We define the following two curvature-based features that are independent of image brightness:

\[
\theta(x, y) = \tan^{-1} \left( \frac{\lambda_1(x, y)}{\lambda_2(x, y)} \right) \tag{8.10}
\]

\[
\phi(x, y) = \tan^{-1} \left( \frac{\lambda_1(x, y)^2 + \lambda_2(x, y)^2}{I(x, y)} \right)^{1/2} \tag{8.11}
\]

and refer to them as shape index and normalized-curvature index, respectively. This is essentially the same as defining the eigenvalues in a polar coordinate system. This transformation also results in bounded features \(-\frac{3\pi}{4} \leq \theta(x, y) \leq \frac{\pi}{4}\), and \(0 \leq \phi(x, y) \leq \pi/2\).

A general likelihood function estimator that calculates the probability maps of vessel-, membrane-, and nuclei-like structures in images can be formulated by exploring the expected values of the features. For example, for bright membrane- and vessel-like structures, the shape index is close to \(-\pi/2\), whereas for blob-like nuclei structures, the shape index is close to \(-3\pi/4\). These constraints are used to compute the initial foreground set for membrane and nuclei structures. Also, for bright structures, it is less likely for objects to have nonnegative shape index values compared to noise, where nonnegative values can easily occur. An initial segmentation based on the shape index and the normalized-curvature index separates the image pixels into three subsets: background, foreground, and indeterminate. Indeterminate subsets comprise all the pixels that are not included in the background or foreground subsets. From these subsets, the background and foreground intensity distributions, as well as the intensity log-likelihood functions, are estimated. The algorithm keeps iterating by using two out of the three features at a time to estimate the distribution of the feature that is left out. Usually three iterations are sufficient for a convergence. In the final step, these log-likelihood functions are combined to determine the overall likelihood function. A probability map that represents the probability of a pixel being a foreground is calculated.

This nonparametric method is different from existing parametric approaches, because it can handle arbitrary mixtures of blob- and ridge-like structures. This is essential in applications such as in tissue imaging where a nuclei image in an epithelial tissue comprises both ridge- and blob-like structures. The network of
membrane structures in tissue images is another example where the intersection of ridges can form structures that are partially blobs. Accurate segmentation of membrane and nuclei structures forms the base for higher level scoring and statistical analysis applications. For example, distribution of a target protein on each of the segmented compartments can be quantified and related to clinical outcomes. Scores measuring translocation of a protein between segmented compartments can reveal protein-specific pathways and response to drug therapy. Using the spatial and intensity interrelation of nuclei and membrane biomarkers, it is possible to separate the epithelial nuclei from the stromal nuclei. Color Plate 13 shows sample images of membrane and nuclei and their segmentation results.

### 8.3.5 Segmentation of Cytoplasm and Epithelial Regions

Cytoplasm can be detected either by using a specific marker or detecting it computationally. Based on binary image morphological operations, Ding [63] describes a method that identifies the cytoplasm as the region around the nuclei. While this works well for sparse cell images, defining these regions in tissue is more complicated. Whenever we have membrane compartment in addition to nuclei we can determine the cytoplasm as the region between membrane and nuclei.

Let us denote the thresholded nuclei, and membrane sets with $M(x, y)$, and $N(x, y)$, respectively. Cytoplasm, denoted by $C(x, y)$, is defined as the union of sets of small regions circumscribed by membrane alone or membrane and nuclei pixels—see green regions in Color Plate 13(b, d). Only pixels that are not defined as $M(x, y)$ or $N(x, y)$ can be defined as $C(x, y)$.

Epithelial and stromal regions are morphologically different. Let $U(x, y)$ defined as

$$U(x, y) = C(x, y) \cup M(x, y) \cup N(x, y)$$

(8.12)

denote the superset union of the nuclei, cytoplasm, and membrane sets. Since the stromal nuclei are not connected through membrane structures and are sparsely distributed, they can be detected by a connected component analysis of $U(x, y)$. An epithelial mask, $E(x, y)$, is generated as a union of large connected components of $U(x, y)$. For the sample images, any connected component larger than 800 pixels is accepted as a part of the epithelial mask. The nuclei set is then separated into epithelial nuclei ($N_e(x, y)$) and stromal nuclei ($N_s(x, y)$) by masking,

$$N_e(x, y) = N(x, y) \cdot E(x, y)$$

(8.13)

$$N_s(x, y) = N(x, y) \cdot (1 - E(x, y))$$

(8.14)

Color Plate 13(b) and Color Plate 13(d) show the separated epithelial nuclei (blue) from the stromal nuclei (gray).

### 8.4 Multichannel Segmentation Techniques

After images are registered, points with the same coordinates in different channels correspond to the same structural location. Each pixel in the image has a vector...
of features (i.e., intensity values of images from different channels). These features are then used to segment the vector valued image into different subcellular compartments.

Many segmentation algorithms have been developed for digital microscopic images. In this work, we use one of the most widely used segmentation algorithms, \( k \)-means clustering, for its simplicity and robustness. The \( k \)-means clustering algorithm divides feature space into clusters and maximizes the distances between the cluster centers. An iterative procedure is used to find these cluster centers. Each pixel is given the same label as the cluster center that is closest to it in the feature space.

Suppose \( I(x, y) = [I_1(x, y), \ldots, I_c(x, y)], (x, y) \in \Omega \) is a \( c \)-channel image of one tissue sample. The \( k \)-means segmentation algorithm proceeds as follows:

**Step 0.** Initialize cluster centers “\( \mu_1, \ldots, \mu_k \).”

**Step 1.** Assign a label \( l(x, y) \) to each pixel based on its distance in the feature space to the cluster centers:

\[
    l(x, y) = \text{argmin}_j ||I(x, y) - \mu_j||
\]

**Step 2.** Update cluster centers as follows:

\[
    \mu_j = \frac{1}{N_j} \sum_{l(x, y) = j} I(x, y)
\]

where the summation is over all image pixels with label \( j \), and \( N_j \) is the total number of pixels with label \( j \).

**Step 3.** Go to step 1 if not convergent.

Convergence is achieved when the changes in clusters centers are smaller than a preset threshold. The \( k \)-means segmentation result of the multiplexed images shown in Figure 8.4 is shown in Color Plate 12(a).

Two rounds of images were acquired for a TMA with 60 samples, including both normal breast tissues and breast cancer tissues. Each round consisted of multiple biomarkers. Figure 8.4 shows four images of these markers for one tissue sample. The \( k \)-means segmentation algorithm is applied to segment multichannel images into five compartments. Color Plate 12(a) shows one typical segmentation result: nucleus (blue), membrane (red), smooth muscle (violet), cytoplasm (green), and background (black). Color Plate 12(b) shows the overlay of the boundaries of the membrane class on one membrane-stained channel.

### 8.5 Quantitation of Subcellular Biomarkers

A number of steps are required for quantitation of subcellular biomarkers. The membrane compartment of tumor cells can be identified by pan-cadherin staining,
and 4',6-Diamidino-2-phenylindole (DAPI) is used to identify nuclei. A nonlinear nonparametric mapping function with multiple inputs, including the local geometry of the pixel +distributions as well as the intensity values, maps each of these two channels to probability values indicating the likelihood of pan-cadherin pixels being membrane and the likelihood of DAPI pixels being nuclei. To define cytoplasm, a definite decision for each pixel can be determined by thresholding the probability maps at a 50 percent rate. For example, a 50 percent probability of a pixel on a DAPI image implies that the pixel is equally likely to be background and nucleus.

The distribution of biomarkers in each of these regions can be represented by a probability distribution function (PDF). For example, the PDF of the biomarker on the membrane corresponds to its weighted empirical distribution, where the membrane probability map determines the weights. We denote the mean and the standard deviation of the biomarker distribution on each of the regions as \( \mu_R \) and \( \sigma_R \), respectively, where \( R \) can be any of the nuclei, membrane, cytoplasm, or extracellular matrix (ECM) regions. ECM is defined as all the nonbackground pixels not classified as nuclei, membrane, or cytoplasm. Compartmental biomarker distribution can then be related to disease outcome or response to therapy.

### 8.6 Summary

Quantitation of multiple tissue-based biomarkers requires several sequential steps, including tissue staining with target specific antibodies labeled with fluorescent reagents, image capture, preprocessing, registration, segmentation, and subcellular quantitation. This provides the flexibility to quantify biomarkers in more than one cellular compartment, thus maximizing the amount of data present in a tissue image and enabling more extensive analysis of the role of biomarkers in predicting response to therapy and patient survival.
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CHAPTER 9

Methods for High-Content, High-Throughput, Image-Based Cell Screening
Thouis R. Jones, Anne E. Carpenter, Polina Golland, and David M. Sabatini

9.1 Introduction

One of the most basic tools of modern biology is visual inspection of cells using a microscope. Modern techniques, such as immunofluorescent staining and robotic microscopes, have only magnified its importance for the exploration of biological mechanisms. However, visual analysis can also become a major bottleneck in large, image-based screens, where tens to hundreds of thousands of individual cell populations are perturbed (genetically or chemically) and examined to find those populations yielding an interesting phenotype. Several genome-scale screens have relied on visual scoring by experts [1, 2]. There are benefits to manual scoring, such as the ability of a trained biologist to quickly intuit meaning from appearance, the robustness of the human visual system to irrelevant variations in illumination and contrast, as well as humans’ ability to deal with the wide variety of phenotypes that cells can present.

However, automatic image cytometry has several advantages over manual scoring: simultaneous capture of a wide variety of measurements for each cell in each image (versus scoring a few features per image), quantitative rather than qualitative scoring, ease of reproducibility, detection of more subtle changes than is possible by eye, and the main benefits, elimination of tedious manual labor and much faster analysis of images.

Several groups have made use of automated cell image analysis [3–9], demonstrating the efficacy of such an approach. These groups have either made use of expensive and inflexible commercial systems, often bundled with a particular imaging platform, or they have developed their own software, seldom used outside of the original lab because of its specificity to a particular screen. In order to reduce the duplication of effort in this area, and to make tools for automated cell-image analysis more widely available, we have created CellProfiler, an open-source, modular system for cell-image analysis [10].

This chapter describes the key algorithms in CellProfiler and our overall strategies for accomplishing high-throughput image analysis. These include illumination correction to normalize for biases in the illumination and optical path of the microscope, identification of cells versus background, segmentation of individual cells, and capture of a wide variety of per-cell measurements (the “high-content” aspect of our work). We discuss methods and techniques for exploration and analysis of the resulting data and illustrate their application to real-world biological experiments.
9.2 Challenges in Image-Based High-Content Screening

We have analyzed several large screens with our system. This chapter presents some of the challenges inherent to image-based screens and the methods we use to address those difficulties. We will use two screens in particular as examples. The first is a set of cell microarrays, single glass slides with cells growing on an array of “spots” printed with gene-knockdown reagents [11]. The second is from an experiment screening \( \sim \)5,000 RNA-interference lentiviral vectors targeted to silence \( \sim \)1,000 human genes, run in a set of 384-well plates [12]. Both experiments produced thousands of high-resolution (512×512 pixels or larger) images, each containing hundreds or thousands of cells. Each image contains cells with a single gene’s expression knocked down (decreased).

These experiments suffered from a variety of biases and sources of noise. Both showed illumination variation of around a factor of 1.5 within the field of view, swamping many measurements with noise if not corrected. The cell microarray experiment was performed with *Drosophila melanogaster* Kc167 cells, which are notoriously difficult to segment accurately [13]. Also in this experiment, significant post-measurement biases were detected based on spot position on the slide, due to variations in cell seeding density, concentrations of nutrients or stain, or other factors.

For both screens, discovery of unknown “interesting” phenotypes was and is an open-ended goal. We take a wide variety of per-cell measurements, because we do not know which measurements will be most useful or interesting a priori, both in the particular screen and for future explorations. Capturing a wide variety of measurements provides the most freedom in postcytometry analysis but also leads to difficulties in finding which subset of hundreds of measurements can most effectively discriminate a particular phenotype.

Moreover, even in the more goal-directed screens, we are often focused on identifying cells that are different from the “usual” cell in ways that may not be completely specified. Algorithms and methods that work well on normal cells can fail completely when faced with cells that vary significantly in appearance. Robustness to wide variation in cell appearance is therefore an overarching concern in all of our work.

In the following section, we discuss how each of these issues arose during screens and the methods we used to overcome these challenges.

9.3 Methods

9.3.1 Illumination and Staining Correction

Any image- and cell-based screen involves several devices whose physical limitations lead to biased measurements. One of the most pervasive of these is non-uniformity in the optical path of the microscope and the imager. It is typical for the overall illumination to vary by 50% across the field of view, making segmentation of individual cells more difficult and seriously compromising intensity-based measurements. Since many such measurements vary less than two-fold in a group
of cells, they will be useless unless the illumination is corrected in some way. Fortunately, such variation is consistent from image to image within a single screen, provided few systematic elements change within the screen (i.e., the microscope and optical components are kept the same, the same type of slide or plate is used consistently throughout the experiment, and the images are taken in as short a span as is feasible). We include uneven incoming illumination, sensor biases, and illumination variation due to lens and slide imperfections under the single term “illumination variation.” Another source of bias, particularly in slide-based experiments, is variation in stain concentration, which can also vary by as much as a factor of two, as discussed next.

We correct illumination and staining variation simultaneously. To do so, we need to estimate their effect on images. We model the image-forming process at pixel \((x, y)\) in a particular image \(I\), located at \((i, j)\) in the physical layout, as

\[
\log I_{x,y,i,j,c} = L_{x,y} + S_{i,j} + \mathcal{N}(\mu_c+, \Sigma_c)
\]

(9.1)

where \(I\) is the image, \(L_{x,y}\) is the illumination function, \(S_{i,j}\) the concentration of stain within that image, and \(c\) is a class label (e.g., background, cell body, or nucleus) for the pixel at \((x, y)\). We model these classes as multidimensional normal distributions, with means \(\mu_c\) and covariances \(\Sigma_c\), with one dimension for each staining channel. Note that we use log-intensities to convert the multiplicative physical process of image formation to an additive model, and that we assume that staining concentration \(S\) varies little within an image, and illumination \(L\) is identical image to image. Also, this model conflates the magnitude of \(\mu_c\), \(L\), and \(S\), but since we lack any data that give physical units, we only need to estimate these quantities up to a scale factor. Given a few million randomly sampled pixels from a collection of images, fitting this model using smooth functions for \(L\) and \(S\) using expectation-maximization (EM), in which estimation of the per-pixel labels \(c\) are estimated in alternation with the parameters of the model, is fairly straightforward, with a few adjustments to handle nonlinear dependencies between \(L\), \(S\), and \(\Sigma_c\) in the EM update equations [14, 15].

In the cell microarray experiments, we found that the cell distribution was uniform in the field of view (Figure 9.1). The average intensities for the three channels (i.e., stains) and the (uniform) cell distribution are shown in Figure 9.1.

In the well-based experiments, each well was imaged in four different locations. Each location had a significantly different cell distribution due to well-edge effects, but the illumination functions \(L\) were the same across locations (as judged by solving for them separately). In well-based experiments, the physical

Figure 9.1 Our cell segmentation algorithm takes as input the stained image of the cell and a labeling of individual nuclei. The cell-stain channel is thresholded and a single cell per nucleus is identified as the Voronoi diagram of that nucleus, computed under a metric guided by features in the cell-stain image and constrained to the thresholded foreground.
connection between adjacent wells is not as strong as in slide-based experiments, so $S$ is assumed to be constant well-to-well. Methods for normalizing well-based experiments may be applicable in this setting [16].

Illumination correction is vital for accurate segmentation and measurement of cells. This process is similar in many ways to methods for combined bias-correction and segmentation used in MRI analysis [17,18]. Although we have considered combining pixel-class decisions (i.e., choosing $c$ in (9.1)) and illumination correction into a single process, we are somewhat limited in this direction by the large amount of variation in cell appearance within screens. Our focus in screens is often the outliers and extreme cases, so any segmentation algorithm must be robust to dramatic changes in appearance, including shifts in overall intensities. For this reason, we separate illumination correction and segmentation.

9.3.2 Segmentation

The primary benefit of image-based assays is the capture of a large number of per-cell measurements. This prevents the conflation of multimodal populations, as in expression profiling with gene expression microarrays, and provides a much richer data source than other methods, such as flow cytometry. To exploit the full potential of this data, however, it is necessary to accurately segment individual cells within each image.

Unfortunately, the appearance of cells is highly variable from assay to assay. Experiments use different types of cells, different staining protocols, different growth substrates, and, of course, different conditions within each assay. All of these prevent a single approach from being optimal for all cases. We have implemented several methods in our system in a modular fashion, so we can easily adapt to new screens.

We have developed a successful, general approach for cell segmentation. Nuclei are more uniform in shape and more easily separated from one another than cells, so we first segment nuclei via automatic thresholding, then use segmented nuclei to guide the segmentation of individual cells, as diagrammed in Figure 9.2. We threshold the nuclear image using a regularized version of Otsu’s method [19] or our own implementation that fits a Gaussian mixture to pixel intensities. After thresholding the nuclear channel, we separate nuclei that appear to abut or overlap by locating well-separated peaks in the intensity image, and use either a watershed transformation [20] or Voronoi regions of the peaks to place nuclear boundaries, as in related work [21–23]. Our thresholding and segmentation system are modular, so the user can experiment with different approaches on a small set of images to determine the best option or modify existing modules for a particular experiment.

Given segmented nuclei, segmentation of individual cells is a matter of locating the borders between adjacent cells. The wide variety of cellular phenotypes (even within a single screen) prevents us from knowing the particular appearance of cell borders, and, in fact, in many screens’ cellular borders may change significantly in response to a particular condition, such as a gene’s knockdown. For this reason, we use a very general method for placing cell borders.

A priori, we assume that a pixel we have classified as being “within some cell” is more likely to be associated with the closest nucleus in the image. This naturally
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Figure 9.2  Top: Median cell DNA content plotted on the physical layout of the slide in the cell microarray experiment, with staining variation correction disabled. Bottom left: DNA content histogram for all cells on the slide, prior to bias correction. Bottom right: DNA content histogram after bias correction. DNA content is measured by total intensity of the DNA stain within the nucleus, with unknown units. For this cell line, the dominant peak is made up of 4N cells, in which the DNA has duplicated, but the cells have not yet divided. The horizontal axis labels show relative values only.

suggests using the Voronoi regions of the nuclei to place borders between cells. Another common approach is to assume the borders of the cells are brighter or darker and use a watershed transformation to place boundaries. Both of these approaches are commonly used in image cytometry [24, 25]. However, the first approach makes no reference to the cytoskeletal stain (i.e., information on where the border of the cell is actually located), and the second relies on the borders of the cells being of a significantly different intensity from the cell interiors and is overly sensitive to noise in pixels at cell boundaries. In our experience, both of these methods provide unsatisfactory results in practice. We combine and extend these approaches by defining a distance between pixels that makes dissimilar pixels farther apart, and use this metric to compute distorted nearest-neighbor regions.

We define similarity in terms of pixel neighborhoods. The distance between adjacent pixels at positions $i$ and $j$ is computed as

$$
\frac{((i - j)^T \nabla g(I))^2 + \lambda ||i - j||^2}{1 + \lambda}
$$

(9.2)
where \( g(I) \) is a smoothed version of the image, \( \nabla \) is the gradient operator, \( ||i - j|| \) is the Euclidean distance between pixels \( i \) and \( j \), and \( \lambda \) is a regularization term that balances between image-based and Euclidean distances, ranging from zero (distances from image features only) to infinity (Euclidean distance between pixels only). Distances between nonadjacent pixels are computed as the shortest path stepping between adjacent pixels, and cells are segmented via Voronoi regions of nuclei under this metric. More details of this approach are given in our earlier work [26].

### 9.3.3 Measurements

After segmentation, it is possible to make per-cell measurements for each image. Even if the screen is very targeted and the staining protocol has been tuned to give a simple binary answer, we capture a wide variety of measurements in order to maximize our ability to make inferences from the data.

For each cell, we make measurements of its morphology (e.g., area, perimeter, extent, convexity, and several Zernike moments), and intensity and texture of the various stains (e.g., mean and standard deviation of intensity, correlation of stains, and Gabor filter response at various scales). Measurements are also broken down by cellular compartment (nucleus, cytoplasm, and entire cell). A full discussion of which measurements to use in a given screen is not germane to this chapter, but our guiding principle has been that, although it can make inference more difficult, taking too many measurements is better than taking too few. Adding new measurements to our system is simple because of its modular design.

Many of the measurements we capture have a clear biological meaning, such as cell size, or total DNA staining intensity in the nucleus (proportional to the amount of DNA present). Others have a less obvious connection to the biology of the cell, such as the eccentricity of the nucleus, or amount of variation in the cytoskeletal stain. Although we may not be able to assign meaning to every measurement, we can still make use of them when performing analyses or when classifying cells, as discussed in Section 9.3.5.

### 9.3.4 Spatial Bias Correction

Before measurements can be used to make biologically useful statements, we must control for systematic biases as much as possible. Biases in the data often come from variation across the physical layout of the slide or multiwell plate in which the experiments were performed (i.e., “plate effects” and “edge effects” [16]).

Some measurements can be corrected by fitting a smooth function to the data on the physical layout and dividing the corresponding per-cell measurements at each position by the smooth function. For example, if we skip correcting for staining variation and plot median per-cell DNA intensity on the slide layout for a 5,600-spot \((140 \times 40)\) slide (Figure 9.3, top), we observe a spatially varying bias, due to the uncorrected inhomogeneity in the stain for DNA. We can adjust for this bias by applying a 2-D median filter to the \(140 \times 40\) values and correcting each cell’s measurement via subtraction or division of the smoothed value, depending
on the most likely physical cause. The improvement in the per-cell DNA content histogram is obvious (Figure 9.3, bottom left versus right).

In some cases, it is difficult to determine how to correct a particular measurement or combination of measurements. Nonlinear interactions of cells with their environment makes it nearly impossible to remove all biases before making inferences from the data. Therefore, we make maximum use of nearby control spots or wells and check each measurement we use against the physical layout (as in Figure 9.3). Bias correction is an active area of research [16, 27].

9.3.5 Exploration and Inference

We take several approaches to exploring data from high-throughput, high-content screens. For example, (1) per-cell measurements can be combined to give per-gene values by taking means, medians, and so on, or by using other data-reduction techniques; (2) pairs of populations produced by different gene knockdowns can be compared directly using distribution-based metrics; or (3) individual cells can be classified by their measurements, and gene knockdowns compared by how they change the balance of different classes of cells. We discuss each of these approaches next.
9.3.5.1 Per-Gene Measurements

Each per-cell measurement can be converted to a per-gene measurement by taking the mean, median, or otherwise reducing each measurement to a small set of parameters. This approach works particularly well when the screen focuses on a simple single parameter readout (e.g., presence of a given protein), or if the goal is to find gene knockdowns that have an easily measured effect (e.g., cause cells to grow larger). For example, Color Plate 14 shows a scatterplot of per-gene mean cell size versus mean nuclear size. Three replicates knocking down the *D. melanogaster* gene *ial* are highlighted, in which cells and nuclei have grown larger than controls.

This approach is also effective for early, open-ended exploration, where identification of outliers is the primary task, especially since it can be applied to any measurement without prior knowledge about that measurement’s biological implications.

Reducing the data in this way makes it weakly analogous to the data from gene-chips, in which mean expression level is measured for a large number of proteins. Like gene-chips, this approach can suffer from an over-reduction of measurements [28]. For example, knocking down a gene may cause some cells to double in size, and an equivalent fraction to halve in size, but this would not affect the mean cell size [28]. In contrast, if we work with measurements’ distributions directly, such differences are easily detected.

9.3.5.2 Population Comparisons

To compare two populations’ measurements directly without first reducing to a single per-gene value, we can apply distribution comparisons, such as the Kolmogorov-Smirnov [5] or Kuiper [29] tests, or compute sample-based information-theoretic estimates, such as the Kullback-Leibler divergence between the two distributions [30]. These can be used to compare each sample against a set of positive or negative controls, or against the full slide-wide cell population, yielding a more experiment-specific per-gene measurement as discussed earlier.

Comparing gene knockdowns’ populations via a single or small set of per-cell measurements, as in Color Plate 14(b) is similar to exploring data from flow cytometry, in which a few measurements are taken for a large number of cells, though flow cytometry allows fewer samples to be analyzed than image cytometry. The number of measurements is also much more limited compared to automatic image-based cytometry.

9.3.5.3 Per-Cell Classification

To take full advantage of the large number of per-cell measurements, our primary method of exploration is via per-cell classifiers. We build or train classifiers that identify a phenotype of interest and apply them to the full screen in order to determine which conditions or gene knockdowns cause enrichment or depletion in those phenotypes. Our goal is to understand the function of genes, with the underlying assumption that gene knockdowns that cause similar changes in phenotype have similar functions in the cell.
In particular, we advocate the per-cell classifier approach because it detects very small changes in the percentage of cells falling into a particular class. Some phenotypes, such as mitotic (replicating) cells, are less than 1% of cells at the background level and increase only three-fold above this level in outliers and positive controls [10]. These changes are so small relative to the full population that they are swamped if measurements are blindly combined into per-gene values, or when comparing two otherwise similar distributions.

Given a classifier for cells showing a known phenotype, the list of gene knockdowns that enrich or deplete that phenotype can be used to impute function for those genes. For example, if we build a classifier for cells in metaphase, knockdowns that cause enrichment of that phenotype probably have a regulatory function in the metaphase to anaphase transition. Simplified examples of per-cell classifiers are shown in Figure 9.4, in which classifiers were constructed to identify different phases of the cell cycle based on a pair of measurements, total nuclear DNA content (as measured by the DNA stain), and mean nuclear phospho-H3 content (a marker for mitosis). If a gene knockdown significantly changes the fraction of cells landing in one (or more) of these classifiers, it is likely to be a regulator for those phases of the cell cycle. Most classifiers are more complicated than this, involving a larger number of per-cell measurements [10].

To compute enrichments and p-values, we treat the output of classifiers as Bernoulli random variables. If negative controls are available in the screen, then enrichments are computed relative to those controls. Otherwise, we use the full screen-wide cell population as the control, the operative assumption being that for each phenotype, knockdown of most genes will not affect that phenotype. There are two justifications for this assumption: many genes are not expressed under experimental conditions, so they cannot be depleted by knockdown, and even if most genes were to have an effect on the phenotype of interest, our interest would be in those with the strongest effect.

The phenotypes targeted by the classifier can be biologically well characterized, such as cells in a particular phase of the cell cycle (as previously), or simply cells that have a novel appearance, without a well-defined biological interpretation attached. For an uncharacterized phenotype, the group of gene knockdowns causing enrichment or depletion in that phenotype can be informative, depending on the group of gene knockdowns causing similar effects. For example, the genes in the group might share a physical or biochemical property, suggesting the underlying mechanism for the phenotypic change. However, if the group contains genes with a similar, known function, the uncharacterized genes in the group can be hypothesized to also share that function. This also allows for the identification of new, hypothetical cellular processes, rather than simply identifying genes involved in known processes.

The per-cell classifier approach can also be applied to a particular gene’s knockdown that might not show a human-discernable phenotype, but for which we can still build a classifier. If the classifier is effective at separating the cells with the target gene knocked down from the cell population at large, the implication is that there is a measurable phenotype caused by the target gene’s knockdown, and other knockdowns that cause the same phenotype have a similar function. However,
due to natural variation from well to well or spot to spot, it is often possible for a classifier to differentiate two images with otherwise identical conditions, such as two control wells. It is therefore necessary to characterize how much classifiers are affected by such variation, an area of active research [4].

One of the benefits of the classifier-based approach is that it is less susceptible to spatial biases when the classifier is trained by a human, compared to data-reduction or full-population comparison methods, because of the robustness of the human visual system to these biases. Note, however, that the nonlinear effect of environment on cells can cause biases in the fraction of cells of a particular phenotype, so the results of applying the classifier should be checked for spatial bias, similar to Figure 9.3.

The classifier approach is reminiscent of example-based image retrieval [31, 32]. However, rather than searching for images as the primary goal, we are using similar techniques to quickly categorize subimages of cells, with the intent of determining the number and distribution of cells matching our query specification.

After finding hits in a particular screen, follow-up work may be necessary to validate the results. If there are a sufficient number of replicates, or data from other screens are available, it may be possible to make a categorical statement about a gene knockdown’s effect without further experimental work. However, in almost all cases, biologists will investigate the mechanism of the effect in traditional follow-up experiments. In many cases, therefore, analysis of automated screens acts as an attention-focusing device.

9.4 Discussion

This chapter has presented several methods applicable to high-content, high-throughput image-based screens of cells. Such screens are particularly valuable in biological and pharmaceutical research. We have developed CellProfiler [10], a modular, open-source system incorporating these methods, and will soon release a companion data visualization and analysis tool, CellVisualizer (cellvisualizer.org).

High-throughput, high-content screening is a powerful technique for making discoveries about cellular processes, genetic pathways, and drug candidates. It also poses new challenges and requires novel techniques to realize its full potential as a discovery tool. Algorithms for identifying, segmenting, and measuring individual cells must deal with noise and biases, be robust to a wide variety of cell appearances, and must be accurate enough to allow very small (<1%) subpopulations to be identified accurately. However, the payoff for the increased effort is a dramatically more powerful method for detecting changes in cells under different experimental conditions, through the use of per-cell data and classifiers, compared to more traditional techniques. These methods have been proven in one of the first large-scale automatic screens to appear in the biological literature [12].

For reasons of scope, this chapter does not include a discussion of the architecture and design of our system implementing the techniques presented here. We
aimed to make the system as modular and extensible as possible, while maintaining a user-friendly interface. We believe it has been successful in these respects, particularly given its use in a variety of noncell screening tasks (e.g., counting and classifying yeast colonies on Petri dishes, counting nuclear subcompartments/speckles, and tumor measurement [33]).
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10.1 Introduction

The advent of multidimensional microscopy has enabled biologists to visualize cells, tissues, and organs in their intrinsic 3-D and 3D+t geometry, in contrast to the limited 2-D representations that were available until recently. These new technologies are already impacting biological research in such different areas as high-throughput image-based drug screening, cellular therapies, cell and developmental biology, and gene expression studies, as they are putting at hand the imaging of the inner working of living cells in their natural context. Expectations are high for breakthroughs in areas such as cell response and motility modification by drugs, control of targeted sequence incorporation into the chromatin for cell therapy, spatial-temporal organization of the cell and its changes with time or under infection, assessment of pathogens routing into the cell, interaction between proteins, and sanitary control of pathogen evolution, to name but a few.

Deciphering the complex machinery of cell functions and dysfunction necessitates a detailed understanding of the dynamics of proteins, organelles, and cell populations. This in turn calls for large-scale multidimensional image-based assays to cover the wide range of highly variable and intricate properties of biological material.

This chapter is concerned with the tracking of microscopic particles on four-dimensional (3D+t) image data coming from biological imaging. The automatic tracking of biological particles in 3D+t microscopy sequences is presently one of the major challenges in biological image processing, and it constitutes one of the major bottlenecks for the full exploitation of multidimensional microscopy sequences documenting studies on biological object dynamics.

In this presentation we will mainly consider methods that decouple the detection and the tracking processes and, moreover, we will just address the tracking step. This is because although detection of biological objects is a topic of considerable importance and has sparked a huge field of research still very active [1, 2], it can be considered a mature field whose full coverage is beyond the scope of this chapter. Conversely, we feel that fewer efforts have been devoted to research or reports on data filtering and association in the context of biological imaging and that this chapter is a good opportunity to give a comprehensive assessment on these two topics. In consequence, we will consider throughout this chapter that a set of measurements performed by a detector, be it a simple thresholding [3] or a more sophisticated one [4], and consisting at least of the spatial coordinates of the objects, is given as an input to a tracker and that this tracker, through a
combination of filtering and data associations steps, outputs the trajectories and
dynamics of the moving objects.

Despite the lack of a standardized framework for tracking methods mostly
due to a very large set of diverse applications and highly different biological con-
texts, several problems are recurrent in tracking applications and have often led
to similar solutions. We will first present a number of such methods published
in the literature, and thereafter we will concentrate on the work we have been
developing over the past years. Although we acknowledge that other approaches
may be equally worthwhile, we also believe that the specific set of methods we
have proposed is particularly adapted to the problem of tracking multiple particles
in biological sequences, as it allows us to detect with high accuracy multiple bi-
ological objects moving in three-dimensional space and to follow moving objects
switching between different dynamics characteristics. The main ingredients of our
method are a detection step based on wavelets that is robust to the local vari-
ation of contrast and to the imaging noise and a Bayesian tracker that allows us
to predict the next position of a spot knowing its past positions and increases the
reliability of the data association step.

In the last section of this chapter, we will illustrate the tracking of micro-
scopic particles by a number of biological applications in cell biology of infectious
diseases.

At present, a considerable part of biological imaging is based on the use of
in vivo multidimensional fluorescence microscopy, allowing for the visualization
of specific biological processes in real time and three dimensions. The introduc-
tion of novel microscopy techniques like optical sectioning or confocal microscopy
has opened the road to a whole series of research perspectives dedicated to the
study of cellular dynamics, and to the links between cellular functions and spatial-
temporal localization. For example, it is nowadays routine in cell biology to film
cells, organelles, and pathogens to document infectious disease processes in living
systems [5–8]. In many such applications, the fluorescently labeled biological ob-
jects are visualized as small bright spots superimposed on an uneven background,
where a spot is defined as an object that is relatively small and compact and
has no clear border, and whose intensity is both diffuse and higher than that of
its immediate neighborhood. The reliable quantitative study of motility and dy-
namic properties requires the computation of parameters like number of spots,
position, spatial distribution, movement phases, speed, and diffusion coefficients,
and therefore requires that all the spots in the image sequences are detected and
tracked [9,10]. In the context of living cellular systems, spot tracking can be made
particularly difficult by the facts that the dynamics of each spot can change over
time or that spots may aggregate temporarily, making their appearance change and
their proper detection more difficult [10]. Not surprisingly, many biological object
motility studies are based on the study of a few handpicked particles that represent
only a small subset of the total [6]. On top of being tedious and time consuming,
this type of manual tracking is prone to many errors, is highly dependent on the
operator’s skills and perception [5], and can introduce a strong bias in the analysis.
It is therefore of utmost importance to develop methods to perform the tracking in
an automatic, reproducible, and unprejudiced manner, such as the ones presented in the sequel.

10.2 Main Tracking Methods

In this section, we describe the main tracking methods and put them in perspective relative to our problem set by examining the advantages and drawbacks of each of them. As stated earlier, Bayesian tracking has proved to be the method of choice for our applications, and therefore we will be studying it in more detail in this section.

10.2.1 Autocorrelation Methods

The method that is used the most to track an object in a sequence of images is probably the autocorrelation tracking method [11–14] and its derivations [15–19]. This is due to the relative simplicity of its concept and use.

The idea is to find in each image \(I_t\), a region \(P\) that “most resembles” the reference area \(T\) that we are looking for and that corresponds to the object that we are tracking. In most applications, this reference area is regularly updated to take into account object deformation or change in angle of view. It is therefore a question of finding the area in image \(T\) that minimizes the sum of the squares of standard deviation [20, 21], which amounts to maximizing the least expensive function of cross correlation:

\[
R(i,j) = \sum_{x,y \in P} T(x,y) \cdot I(x - i, y - j)
\]  

(10.1)

We can ultimately make this criterion more robust with respect to local variations in energy by considering its normalized version

\[
N(i,j) = \frac{\sum_{x,y \in P} T(x,y) \cdot I(x - i, y - j)}{\sqrt{\sum_{x,y \in P} T(x,y)^2 \cdot \sum_{x,y \in P} I(x - i, y - j)^2}}
\]  

(10.2)

A mini reference image is selected from the first image in the sequence. The maximum of the correlation function is searched for in the rest of the images. A stage updating the base mini-image is carried out regularly to allow for slight deformation of the object. This consists of replacing the mini-image with the part of the current image that maximizes the correlation. The technique of tracking by correlation has two advantages: it offers relative simplicity of implementation, and it is effective on objects that do not change shape and for which we always have the same viewpoint (supervision of a production line, for example). However, the basic version also has some deficiencies: (1) the definition of the basic mini-image is ad hoc; (2) changes in topology (entry, exit, separation, and fusion of objects) are
not managed; (3) intersections with objects and other occlusions are not handled; (4) it is sensitive to object deformation (even with updating of the mini-image), although [14] presents a version that allows a geometric transformation of the object; and (5) it is highly sensitive to noise. All these disadvantages make these methods highly inefficient for tracking multiple fluorescent spots.

### 10.2.2 Deterministic Methods

Whereas the previous methods propose an implicit solution to the problem of tracking because the tracking is integrated within the object segmentation, deterministic methods propose separating segmentation from the problem of tracking itself. This is because a detection method is used to obtain a set of points that are identified in time, thanks to a point correspondence method. We refer to [22–29] for various types of approaches and to [30] for a comparison of some of these methods with each other.

If $x_t$ is the position $(x, y)$ of an object in image $t$, we perform a point correspondence on three successive images by minimizing the cost function proposed by Sethi [22]:

$$
c = \gamma_1 \left[ 1 - \frac{(x_t - x_{t-1}) \cdot (x_{t+1} - x_t)}{\|x_t - x_{t-1}\| \times \|x_{t+1} - x_t\|} \right] + \gamma_2 \left[ 1 - 2 \sqrt{\|x_t - x_{t-1}\| \times \|x_{t+1} - x_t\|} \right]
$$

(10.3)

This cost function formulates the hypothesis of object trajectory regularity because the first term favors sequences of points that do not change direction, whereas the second favors sequences of points whose speed is constant. Each of the previously cited authors adapts this cost function to the conditions of their application.

A detection method is used to locate the points that represent the objects to be tracked in all the images in the sequence. The set of trajectories that minimizes $c$ for every $t$ may be obtained thanks to several techniques, the most used one being dynamic programming. These methods have advantages that have already allowed their implementation in commercial software: they are efficient on sequences of points that have been clearly detected, and they offer relative simplicity of implementation. They also have major disadvantages for our applications: they rely on the hypothesis of regularity that is poorly adapted to multiple objects whose movement varies between them and in time, they do not take into account fusions or separations of objects in over- or underdetection, and they are sensitive to false detections.

### 10.2.3 Multiple Particle Tracking Methods

A large body of work has addressed the tracking of single particles in optical microscopy (see [31] for a review) and of multiple spots in military or video imaging [32, 33], including the ones presented in the previous sections. Conversely, relatively little effort has been devoted to multiple particle tracking (MPT) in the cellular and molecular imaging domain [29, 34–40]. Conventional MPT methods
in 2-D are based on simple intensity thresholding [34], template matching [38] or local maxima extraction [35] for detecting the spots and on nearest neighbor association (NNA) [34], or constrained NNA [35] to perform the tracking. These methods work well on image sequences showing a limited number of very bright spots on a uniform background, but they fail as soon as the intensity of the spots is not modal, the spots are embedded in noisy images, the density of spots is high, or the displacement of spots is higher than the interspot spacing. In [36], a solution to improve on the previous methods is proposed. It uses the combination of four techniques—highly sensitive object detection, fuzzy logic-based dynamic object tracking, computer graphical visualization, and measurement in time-space. Although this method is effective when working with well-separated objects, it shows some limitations in keeping up with aggregating ones. A more robust algorithm is presented in [29,37], based on ideas from operational research and graph theory. It proceeds in four steps: particle detection, generation of candidate matches (i.e., a set of possible displacement vectors between successive frames), scoring of candidate matches, and selection of the candidate subset with maximum global score and no topological ambiguity. The method, however, relies on a number of heuristic rules and on a priori information on the movements of objects to be effective. The method in [41] does not use the traditional frame-by-frame approach but rather considers the whole sequence as a spatiotemporal volume where the tracks are defined as minimal paths in an image-dependent metric. Finally, it is worth noting that most of these algorithms are difficult to extend to four-dimensional data and that such extensions have not been reported.

Tracking in 3D+t has been addressed only more recently, either in the case of single particles [42] or multiple particles [43]. The method in [42] uses a matched filter as a prefiltering step to a dynamic programming procedure that extracts the trajectory. The method in [43] uses a 3-D PSF model for spot detection and associates spots on the basis of the weighted minimal distance between them.

10.2.4 Bayesian Methods

The modeling of a tracking problem can be represented by a “state-space” approach [32, 44–47]. A state vector represents an object in the form of a set of characteristics. When an object changes, its state vector changes as well. From a set of measurements obtained thanks to a detection stage and a set of a priori knowledge, an association method is combined with a prediction-estimate method to obtain a sequence of densities of the state of each object that are conditional on the measurements. These densities are then used in an estimate of the trajectory of each object.

Bayesian tracking is made up of three components and is carried out in four stages for each image in the sequence. The three components, as shown in Figure 10.1, are: (1) a detection method, adapted to the objects that we are trying to track, is used to form measurements for each of these objects in each image in the sequence; (2) a Bayesian filter, accompanied by a priori dynamics and observations in the form of densities, that is used to predict and estimate the density of a state that is conditional on successive measurements; and (3) an association method that
is used to reattribute each measurement to the source that produced it to obtain a correct estimate of the filters. Each of these three components will be detailed next.

The actual tracking is carried out in four stages:

1. The prediction stage of the Bayesian filter produces a density conditional for each state on past measurements.
2. The detection stage provides a set of measurements.
3. The association stage is used to determine whether a measurement comes from an object and, if so, from which object, in order to contribute to updating the density related to the object that generated it.
4. The updating stage combines each filter and the measurement (or the measurements, depending on the methods) that has (or have) been attributed to it to produce the density of the state conditional on past and present measurements.

This method has proved to be the one that is best adapted to our problem set for the following reasons: (1) it offers the possibility of generating a prediction from a general representation of each object; (2) it allows progressive correction of this prediction as measurements are obtained; (3) if the objects change greatly in time, it is used to avoid trying to track each of their points precisely, but instead tracks a general description represented by a state vector; and (4) a state vector may comprise not only the spatial position, but also the volume and the mean intensity of a spot.

We shall see that Bayesian tracking nonetheless has drawbacks: (1) the detection stage, which cannot be considered to be a perfect stage in tracking fluorescent spots, systematically violates some hypotheses stated by the current association methods, which as we shall see leads to many errors; and (2) the use of Bayesian filters requires a certain amount of a priori knowledge such as the densities of transition and observation probabilities, which may be unavailable or difficult to obtain.
10.3 Analysis of Bayesian Filters

This section offers an analysis of the second component in Bayesian tracking: filtering. As we have seen, modeling the tracking problem may be represented by a “state-space” approach. We are trying to obtain the changes in the state of an object in the form of a probability density of a vector known as a state vector. The subsequent densities are obtained from the measurements of the sensor and from two densities assumed to be known and that represent the changes and the measurement of the state.

Using a Bayesian filter is of primary importance for two reasons. The first is that it is used to create one or more predictions of the state density at the \( t + 1 \) stage, where only measurements from 1 to \( t \) are available. In order to minimize errors of association, the precision of this prediction is of primary importance in the context of tracking multiple objects. The second reason is that the detection procedure produces measurements that are imprecise in nature due to the detection noise. A Bayesian filter is used to obtain a more accurate estimate of the state of each object by bringing into play a priori knowledge and a correction that takes prediction errors into account.

The way to resolve the problem of Bayesian filtering involves a conceptual solution that can be obtained analytically on the basis of firm hypotheses or can only be approximated when some conditions are not fulfilled. We present various Bayesian filters and propose some examples to illustrate their capacity to estimate the evolution of a state vector. We shall see in particular that one of them, the interacting multiple models (IMM) filter, is quite well adapted to our problem set because it is used to take into account a transition that suddenly changes models over the course of time.

10.3.1 The Conceptual Filter

The changes in an object is represented by a sequence of hidden states \( \{x_t, t \in \mathbb{N}\} \) whose Markovian character is modeled in its most general form by:

\[
x_t|x_{t-1} \sim p(x_t|x_{t-1})
\]  

(10.4)

This process generates in turn a sequence of measurements \( \{z_t, t \in t\mathbb{N}\} \), modeled by:

\[
z_t|x_t \sim p(z_t|x_t)
\]  

(10.5)

In the rest of this document, (10.4) corresponds to the *temporal a priori* referred to as “transition” (from state \( t - 1 \) to state \( t \)) and (10.5) corresponds to the *likelihood* referred to as “observation.” We suppose that \( p(x_t|x_{t-1}) \) and \( p(z_t|x_t) \) are known. In the presence of additive noise, the system takes the following form:

\[
\begin{aligned}
x_t &= f_t(x_{t-1}) + v_t \\
z_t &= h_t(x_t) + \mu_t
\end{aligned}
\]  

(10.6)
where \( \{v_t, t \in \mathbb{N}\} \) and \( \{\mu_t, t \in \mathbb{N}\} \), respectively called the process noise and measurement noise of the state space representation, are sequences of random vectors and there is no a priori hypothesis concerning \( f_t \) and \( h_t \). When \( f_t \) and \( h_t \) are linear, this can be written

\[
\begin{align*}
\begin{cases}
x_t &= F_t x_{t-1} + v_t \\
z_t &= H_t x_t + \mu_t
\end{cases}
\end{align*}
\tag{10.7}
\]

Finally, when we suppose as well that \( v_t \) and \( \mu_t \) are Gaussian with \( v_t \sim \mathcal{N}(v_t; 0, Q_t) \) and \( \mu_t \sim \mathcal{N}(v_t; 0, R_t) \), the system can also be written:

\[
\begin{align*}
\begin{cases}
x_t|_{x_{t-1}} &\sim \mathcal{N}(x_t; F_t x_{t-1}, Q_t) \\
z_t|x_t &\sim \mathcal{N}(x_t; H_t x_t, R_t)
\end{cases}
\end{align*}
\tag{10.8}
\]

We define \( Z_t = \{z_t^1, ..., z_t^t\} \) as all measurements recorded in stage \( t \) and \( Z_{1:t} = \{Z_1, ..., Z_t\} \) the set of all the measurements recorded since stage 1. For the moment, we suppose that there are no association problems and that we obtain one measurement per stage i.e. \( \forall t, Z_t = \{z_t\} \) and therefore also \( Z_{1:t} = \{z_1, ..., z_t\} \).

Let us return to our most general system described by (10.4) and (10.5). The Bayesian framework corresponds to these problem sets quite nicely because we are trying to estimate the density \( p(x_t|Z_{1:t}) \) recursively (i.e., as we obtain \( z_t \)). This construction is carried out in two stages: a prediction stage in which we obtain an a priori density \( p(x_t|Z_{1:t-1}) \) from \( p(x_{t-1}|Z_{1:t-1}) \) and an update stage where \( p(x_t|Z_{1:t-1}) \) is corrected to obtain the a posteriori density \( p(x_t|Z_{1:t}) \). As (10.4) describes a first-order Markov process, the Chapman-Kolmogorov equation:

\[
p(x_t|Z_{1:t-1}) = \int p(x_t|x_{t-1})p(x_{t-1}|Z_{t-1})dx_{t-1}
\tag{10.9}
\]

allows us to obtain the prediction \( p(x_t|Z_{1:t-1}) \) without prior knowledge of \( z_t \). When an extra measurement \( z_t \) is available, \( p(x_t|Z_{1:t-1}) \) is corrected by applying the Bayes rule:

\[
p(x_t|Z_{1:t}) = \frac{p(z_t|x_t)p(x_t|Z_{1:t-1})}{p(z_t|Z_{1:t-1})}
\tag{10.10}
\]

where

\[
p(z_t|Z_{1:t-1}) = \int p(z_t|x_t)p(x_t|Z_{1:t-1})dx_t
\tag{10.11}
\]

In practice however, this scheme cannot be applied because the multidimensional integral in (10.9) and (10.10) cannot be computed in the general case. Several solutions have been proposed to make the problem tractable by imposing some constraints on the density distributions. Depending on the constraints and on the a priori information available on the system, the solution to the posterior density can be optimal, as in the case of the well-known Kalman filter (KF) (optimal in the MMSE sense for a linear Gaussian density) [48], suboptimal, yet more efficient to approximate the posterior density in nonlinear/non-Gaussian cases (in the case of the extended Kalman filter (EKF) [32], the Kalman unscented filter [49], or the particle filter (PF) [44, 50, 51]), or exact in the case of the grid-based filter...
All the previous filters are bound to use just one dynamic model in their scheme, however, which is problematic when the objects’ dynamics vary with time as is the case with biological objects. The interacting multiple models (IMM) filter [52, 53] instead has been designed in the context of radar imaging, with the capability to have different models in parallel and to select and switch to the model that is more accurate to represent the movement during a given period. The IMM has the additional ability to rapidly self-adapt to transitions. This altogether ranks the IMM among the best choices for biologicals applications. The first application of IMM to biological imaging was proposed in [54] with several models adapted to biological object dynamics.

10.3.2 The Kalman Filter

10.3.2.1 Description (See Algorithm 10.1 in Appendix 10A)

Under some conditions, the Kalman filter [48, 55] allows us to obtain an optimal estimate of $p(x_t|Z_t)$. This method is used in many fields: in ballistics [32, 33], in video microscopy [38, 39, 56], and for tracking humans [57] and cars [58]. Some methods consider object contour points [59], whereas others use colors [60]. The Kalman filter is also used in conjunction with other techniques, such as autocorrelation [61], active contours [62, 63], or level sets [62]. Reference [64] also presents a method for depth estimates in a sequence of images. See also [65, 66] for the problems linked to estimating their parameters.

In the context of what we have just described, let’s formulate the following hypotheses:

1. $p(x_{t-1}|Z_{t-1})$ Gaussian;
2. $p(\nu_t)$ and $p(\mu_t)$ are on zero mean Gaussians with a known autocovariance matrix;
3. $f_t$ and $h_t$ linear and known;

then $p(x_t|Z_t)$ is also Gaussian, and in [48] R. E. Kalman shows that we can obtain his parameters recursively.

On the basis of hypotheses 2 and 3, the system formed by (10.4) and (10.5) can be rewritten

$\begin{cases}
x_t = F_t x_{t-1} + \nu_t \\
z_t = H_t x_t + \mu_t
\end{cases}$

with

$p(\nu_t) = \mathcal{N}(\nu_t; 0, Q_{t-1})$  \hspace{1cm} (10.13)

$p(\mu_t) = \mathcal{N}(\mu_t; 0, R_t)$  \hspace{1cm} (10.14)

$\mathbb{E}[\nu(i)\mu^T(j)] = 0 \hspace{0.5cm} \forall i, j \hspace{1cm} (10.15)$
\[ E[\nu(i)\nu^T(j)] = 0 \quad \forall i \neq j \quad (10.16) \]

\[ E[\mu(i)\mu^T(j)] = 0 \quad \forall i \neq j \quad (10.17) \]

On the basis of hypothesis 1, we have:

\[ p(x_{t-1}|Z_1:t-1) = \mathcal{N}(x_{t-1};x_{t-1|t-1},P_{t-1|t-1}) \quad (10.18) \]

and (10.9) and (10.10) give us

\[ p(x_{t}|Z_1:t) = \mathcal{N}(x_{t};x_{t|t-1},P_{t|t}) \quad (10.19) \]

\[ p(x_{t}|Z_1:t) = \mathcal{N}(x_{t};x_{t|t-1},P_{t|t}) \quad (10.20) \]

\[ x_{t|t-1} = F_t x_{t-1|t-1} \quad (10.21) \]

\[ P_{t|t-1} = F_t P_{t-1|t-1} F_t^T + Q_t \quad (10.22) \]

\[ x_{t|t} = x_{t|t-1} + K_t (z_t - H_t x_{t|t-1}) \quad (10.23) \]

\[ P_{t|t} = P_{t|t-1} - K_t H_t P_{t|t-1} \quad (10.24) \]

where \( \mathcal{N}(x;m,P) \) is a Gaussian density of argument \( x \), with mean \( m \) and covariance matrix \( P \), and

\[ S_t = H_t P_{t|t-1} H_t^T + R_t \quad (10.25) \]

\[ K_t = P_{t|t-1} H_t^T S_t^{-1} \quad (10.26) \]

10.3.2.2 Example

A Markovian process \( x_t \) is generated according to the system described by (10.12). The state vector \( x_t \) is composed as follows:

\[ x_t = \begin{bmatrix} x_t \\ \dot{x}_t \end{bmatrix} = \begin{bmatrix} \text{position} \\ \text{speed} \end{bmatrix} \quad (10.27) \]

The system parameters are as follows:

\[ F = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, \quad H = \begin{bmatrix} 1 & 0 \end{bmatrix}, \quad Q = \begin{bmatrix} 0.0002 & 0 \\ 0 & 0.0004 \end{bmatrix}, \quad R = \begin{bmatrix} 20 \end{bmatrix} \quad (10.28) \]

The process is initialized by:

\[ x_{0|0} = \begin{bmatrix} 0 \\ 0.5 \end{bmatrix} \quad \text{and} \quad P_{0|0} = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix} \quad (10.29) \]

therefore, as we can see, a relatively stable movement whose measurement is highly disturbed. A Kalman filter assigned with parameters used to generate data is applied to measured signal \( z \). Figure 10.2 shows that the estimate obtained is close
to actual values. Figure 10.3 shows the propagation of \( p(z_t|x) \). We observe that
the error estimated by the filter converges with this. This is due to the fact that
\( F, H, Q, \) and \( R \) do not vary over the course of time. Figures 10.4 and 10.5 show
the filtering of the same signal with a Kalman filter whose transition matrix does
not correspond to the one used to generate the signal. This is because it is replaced
by the following matrix, which does not at all correspond to the broadcast signal:

\[
F = \begin{bmatrix}
1 & -15 \\
0 & 1
\end{bmatrix}
\]  

(10.30)

It is interesting to observe that the estimate no longer trusts the model quickly and
relies more strongly on the data (i.e., \( x \) estimate follows \( z \)). Generally speaking,
the mean-square error shows that the filter is much more powerful than under
the optimal conditions of the first trial. This tends to show that the elaboration

---

**Figure 10.2** (a, b) Estimate of signal \( x \) by Kalman filtering from measurements \( z \). The estimate of the signal is correct and the estimate of error is also correct on average.

**Figure 10.3** Reconstituted propagation of \( p(z_t|x_t) \) for the example in Figure 10.2 from the Kalman filter parameters.
Figure 10.4 Estimate of signal $x$ by Kalman filtering from measurements $z$. The transition matrix of the filter differs from the transition matrix used to generate the signal. The error shows that the estimate is not as good as for the example in Figure 10.2.

of the model’s parameters holds an important role in evaluating a state sequence correctly.

10.3.3 The Filter Based on a Grid

10.3.3.1 Description (See Algorithm 10.2 in Appendix 10A)

If the state space is constituted from a finite number of discrete states $x_{it}, i = 1, ..., N$, then an optimal filter can be obtained as follows. We observe for each state $x_{it-1}$:

$$Pr(x_{t-1} = x_{it-1} | Z_{1:t-1}) = u_{t-1}$$

(10.31)

Figure 10.5 Reconstituted propagation of $p(z_t|x_t)$ for the example in Figure 10.4 from Kalman filtering parameters.
the density of probability at \( t - 1 \) may be written

\[
p(x_{t-1} | Z_{1:t-1}) = \sum_{i=1}^{N} w_{t-1}^{i} \delta(x_{t-1} - x_{t-1}^{i})
\]

(10.32)

where \( \delta(\cdot) \) is the Dirac measure. We therefore obtain with (10.9)

\[
p(x_{t} | Z_{1:t-1}) = \sum_{i=1}^{N} w_{t}^{i} \delta(x_{t} - x_{t}^{i})
\]

(10.33)

and with (10.10)

\[
p(x_{t} | Z_{1:t}) = \sum_{i=1}^{N} w_{t}^{i} \delta(x_{t} - x_{t}^{i})
\]

(10.34)

with

\[
w_{t}^{i} \Delta = \sum_{j=1}^{N} w_{t-1}^{j} p(x_{t}^{i} | x_{t-1}^{j})
\]

(10.35)

and

\[
w_{t}^{i} \Delta = \frac{w_{t-1}^{i} p(z_{t} | x_{t}^{i})}{\sum_{j=1}^{N} w_{t-1}^{j} p(z_{t} | x_{t}^{j})}
\]

(10.36)

10.3.3.2 Example

In the context of this work, the density of a posteriori probability that we are looking for is not discrete but continuous. The grid-based filter that is presented here is only discrete for the approximation made from it (see Section 10.3.6), when it is applied to the evaluation of a continuous density. An example is then developed in this context.

10.3.4 The Extended Kalman Filter

10.3.4.1 Description (See Algorithm 10.3 in Appendix 10A)

If, in the context of the Kalman filter, we abandon the hypothesis of the linearity of \( f_{t} \) and \( h_{t} \), the system can be rewritten

\[
x_{t} = f_{t}(x_{t-1}) + v_{t-1}
\]

(10.37)

\[
z_{t} = h_{t}(x_{t}) + \mu_{t}
\]

(10.38)

and the Gaussianess of \( p(x_{t} | Z_{1:t}) \) is not a priori propagated. The idea of the extended Kalman filter [44, 55, 67] or extended Kalman filter (EKF) is to linearize \( f_{t} \) and \( h_{t} \) locally and then apply the Kalman filter. This is because if we consider the first-order derivatives of \( f_{t} \) and \( h_{t} \):

\[
\hat{F}_{t} = \left. \frac{df_{t}(x)}{dx} \right|_{x=x_{t-1} | t-1}
\]

(10.39)
and

\[
\dot{H}_t = \left. \frac{d h_t(x)}{dx} \right|_{x=x_{t|t-1}} \tag{10.40}
\]

then \( p(x_t|Z_t) \) can be approximated by a Gaussian and from

\[
p(x_{t-1}|Z_{1:t-1}) \approx \mathcal{N}(x_{t-1}; x_{t-1|t-1}, P_{t-1|t-1}) \tag{10.41}
\]

(10.9) and (10.10) give us

\[
p(x_t|Z_{1:t}) \approx \mathcal{N}(x_t; x_{t|t}, P_{t|t}) \tag{10.42}
\]

\[
p(x_{t|t} = f_t(x_{t-1|t-1}) \tag{10.44}
\]

\[
P_{t|t-1} = \hat{F}_t P_{t-1|t-1} \hat{F}_t^T + Q_t \tag{10.45}
\]

\[
x_{t|t} = x_{t|t-1} + K_t(z_t - h_t(x_{t|t-1})) \tag{10.46}
\]

\[
P_{t|t} = P_{t|t-1} - K_t \hat{H}_t P_{t|t-1} \tag{10.47}
\]

where

\[
S_t = \hat{H}_t P_{t|t-1} \hat{H}_t^T + R_t \tag{10.48}
\]

\[
K_t = P_{t|t-1} \hat{H}_t S_t^{-1} \tag{10.49}
\]

10.3.4.2 Example

A Markov process \( x_t \) is generated according to the system described by:

\[
x_t = f(x_{t-1}) + v_{t-1} \tag{10.50}
\]

\[
z_t = Hx_t + \mu_t \tag{10.51}
\]

where the state vector \( x_t \) is always composed of:

\[
x_t = \begin{bmatrix} x_t \\ \dot{x}_t \end{bmatrix} = \begin{bmatrix} \text{position} \\ \text{speed} \end{bmatrix} \tag{10.52}
\]

and the system parameters are as follows:

\[
f(x_{t-1}) = \begin{bmatrix} x_{t-1} + \dot{x}_{t-1} \\ x_{t-1} \\ \dot{x}_{t-1} \end{bmatrix} \tag{10.53}
\]

\[
H = \begin{bmatrix} 1 & 0 \end{bmatrix} Q = \begin{bmatrix} 0.0002 & 0 \\ 0 & 0.0004 \end{bmatrix} R = \begin{bmatrix} 20 \end{bmatrix} \tag{10.54}
\]
Figure 10.6  Estimate of a nonlinear signal $x$ by extended Kalman filtering from measurements $z$. The signal, despite being quite noisy, is correctly estimated.
Reconstituted propagation of $p(z_t|x_t)$ for the example in Figure 10.6 from the EKF parameters. Because the estimate is a high quality one, we may suppose that the propagation proposed in this way by the EKF is realistic, in particular its unified modal character.

initialized by

$$x_{0|0} = \begin{bmatrix} 0 \\ 0.5 \end{bmatrix} \quad \text{and} \quad P_{0|0} = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}$$

in this case also the measurement of nonlinear change is highly disturbed. An extended Kalman filter assigned the parameters used for the generation of data is applied to the measured signal $z_t$. The Jacobian of $f$ is equal to:

$$J_f(x) = \begin{bmatrix} 1 & 1 \\ 0 & \frac{1}{(1+x^2)^2} \end{bmatrix}$$

Figure 10.6 shows that the estimate obtained is close to the true values. The propagation of $p(z_t/x_t)$ is shown in Figure 10.7.

10.3.5 The Interacting Multiple Model Filter

10.3.5.1 Description (see Algorithm 10.4 in Appendix 10A)

The *interacting multiple model* (IMM) filter is a vector-estimating algorithm whose evolution is governed by a system of model permutations represented by Markov coefficients. The IMM, originally developed by Blom [53], has been made popular thanks to [52]. It is modified in [68, 69]. For recent uses of the IMM and derivatives of it, refer to [33, 70–73].

The system now has the following form:

$$x_t = F_t^j x_{t-1} + v_t^j$$

$$z_t = H_t^j x_t + w_t^j$$
$P_t^j$ is the transition matrix of the system during the observed event:

$$M_t^j = \{\text{model } j \text{ is active at time } t\} \quad (10.59)$$

$H_t^j$ is the observation matrix for $M_t^j$. Vectors $v_t^j$ and $w_t^j$ represent system and observation noise. We suppose them to be Gaussians, blank, mutually independent, zero mean, and with a covariance matrix $Q_t^j$ and $R_t^j$, respectively. $i,j \in \{1,\ldots,r\}$ are the indices of the $r$ models.

The permutations between models are governed by a finite state Markov chain following the probabilities

$$p_{ij} = Pr\{M_t^j | M_{t-1}^i\} \quad (10.60)$$

to pass from $M_{t-1}^i$ to $M_t^j$. The $r^2$ probabilities $p_{ij}$ are assumed to be known. If we have no a priori knowledge of these, they can be set with the same $\frac{1}{r}$ value at the start. The optimal approach to filter the state of the system would be to consider all possible sequences of events; however, this would imply an exponential increase in the number of filters. For feasibility reasons, the IMM estimator [33, 52] uses an approximation that considers the two most recent periods only.

The IMM estimator is a recursive process that breaks down into several stages at each iteration, the objective being to obtain an estimate of state

$$x_{t|t} = E(x_t | Z_{1:t}) \quad (10.61)$$

and covariance

$$P_{t|t} = E(\tilde{x}_t \tilde{x}_t^T | Z_{1:t}) \quad (10.62)$$

where $\tilde{x}_t = x_t - x_{t|t}$. The stages that make up an iteration are described next.

First of all, for every entry into the filter, the estimates of state and covariance are calculated with

$$x_{t-1|t-1}^{0j} = \sum_{i=1}^{r} p_{ij}^{0i} x_{t-1|t-1}^i \quad (10.63)$$

$$P_{t-1|t-1}^{0j} = \sum_{i=1}^{r} \mu_{t-1|t-1}^{ij} \left\{ P_{t-1|t-1}^{i} + \begin{bmatrix} x_{t-1|t-1}^i x_{t-1|t-1}^{0j} \\ x_{t-1|t-1}^i - x_{t-1|t-1}^{0j} \end{bmatrix}^T \right\} \quad (10.64)$$

where the conditional probability of each model is given by

$$\mu_{t-1|t-1}^{ij} = Pr\{M_t^j | M_{t-1}^i, Z_{t-1}\} \quad (10.65)$$

$$= \frac{p_{ij} \mu_{t-1|t-1}^i}{\mu_{t-1|t-1}^j}$$
and the prediction of the probability of each model is given by

\[ \mu_{t|t-1}^i = \Pr\{ M_i^t(t) | Z_{t-1} \} \]  
\[ = \sum_{i=1}^r p_{ij} \mu_{t-1|t-1}^j \]  

Then, for each filter, the updating of the estimates of state \( x_{t|t}^j \) and covariance \( P_{t|t}^j \) is given by the equations of the Kalman filter that produce an optimal estimate and can be calculated in parallel for each model because they are totally independent. We have therefore:

\[ x_{t|t-1}^j = F_{t}^j x_{t-1|t-1}^0 \]  
\[ P_{t|t-1}^j = F_{t}^j P_{t-1|t-1}^j [F_{t}^j]^T + Q_{t}^j \]  
\[ x_{t|t}^j = x_{t|t-1}^j + K_{t}^j (z_t - H_{t}^j x_{t|t-1}^j) \]  
\[ P_{t|t}^j = P_{t|t-1}^j - K_{t}^j H_{t}^j P_{t|t-1}^j \]  

where

\[ S_{t}^j = H_{t}^j P_{t|t-1}^j [H_{t}^j]^T + R_{t}^j \]  
\[ K_{t}^j = P_{t|t-1}^j [H_{t}^j]^T S_{t}^{-1}^j \]  

Finally, because \( \{ z_t | M_i^t, Z_{t-1} \} \) is considered to be Gaussian with dimension \( \text{dim}(z_t) \), the likelihood of each filter corresponding to \( M_i^t \) is given by:

\[ \Lambda_{t}^j = \frac{1}{\sqrt{\det [2\pi S_{t}^j]}} \exp \left\{ -\frac{1}{2} \left[ z_t^j \right]^T S_{t}^{-1}^j \left[ z_t^j \right] \right\} \]  

The probability of \( M_i^t \) is therefore

\[ \mu_{t|t}^j = \Pr\{ M_i^t | Z_t \} \]  
\[ = \frac{\mu_{t|t-1}^j \Lambda_{t}^j}{\sum_{i=1}^r \mu_{t|t-1}^i \Lambda_{t}^i} \]  

and the combined estimates of state and covariance are:

\[ x_{t|t} = \sum_{j=1}^r \mu_{t|t}^j x_{t|t}^j \]  
\[ P_{t|t} = \sum_{j=1}^r \mu_{t|t}^j P_{t|t}^j \]
and

\[ P_{t|t} = \sum_{j=1}^{r} \mu_{t|j} \left\{ P_{t|t} + \left[ x_{t|j} - x_{t|t} \right] \left[ x_{t|j} - x_{t|t} \right]^T \right\} \, . \] (10.79)

10.3.5.2 Example

A Markov process \( x \) is generated by alternating between the systems described by (10.12) with the following parameter:

For system 1:

\[
F^1 = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, H^1 = \begin{bmatrix} 1 & 0 \end{bmatrix}, Q^1 = \begin{bmatrix} 0.0002 & 0 \\ 0 & 0.0004 \end{bmatrix}, R^1 = [5] \] (10.80)

For system 2:

\[
F^2 = \begin{bmatrix} 1 & -1 \\ 0 & 1 \end{bmatrix}, H^2 = \begin{bmatrix} 1 & 0 \end{bmatrix}, Q^2 = \begin{bmatrix} 0.0002 & 0 \\ 0 & 0.0004 \end{bmatrix}, R^2 = [5] \] (10.81)

The sequence is initialized by:

\[
x_{0|0} = \begin{bmatrix} 0 \\ 0.5 \end{bmatrix} \text{ and } P_{0|0} = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix} \] (10.82)

Here also (see the Kalman Filter) the state vector is described by

\[
x_t = \begin{bmatrix} x_t \\ \dot{x}_t \end{bmatrix} = \begin{bmatrix} \text{position} \\ \text{speed} \end{bmatrix} \] (10.83)

These two systems form a relatively stable signal whose measurement is reasonably disturbed. This is because measurement is only disturbed by additive Gaussian noise with variance 5 (i.e., not as high as in the test of the Kalman filter). This is

![Figure 10.8](image-url) (a, b) Estimate of signal \( x \) moving from one system to another by Kalman filtering and IMM filtering from measurements \( z \). In these figures, we see that the Kalman filter that is fixed on one of the two models does not adapt quickly to the sudden change in transition. The IMM passes very quickly from one model to another without problem.
to explain the capacity of the IMM to switch from one of its models to the other. The 200 iterations therefore include an initial third of a signal realized using model 1, a second third using model 2, and a final third using model 1 again. The results can be seen in Figure 10.8. We observe that the Kalman filter is more efficient in the first third, which corresponds to the model that it uses. On the other hand, it adapts very poorly to sudden changes in dynamics, modeled by the change to model 2. We see that the Kalman filter estimate takes some time to recover the true value every time a model is changed. At the same time, the IMM correctly estimates the signal in these sudden changes. We also observe this effect on the error curves. Finally, we observe that the density obtained by the IMM (Figure 10.9) is an $r$-modal density with $r$ being the number of models.

The capacity of the IMM to adapt quickly to changes in transition will be used to model the successive attitudes of biological objects over the course of time. The IMM turns out to be the filter that is most adapted to our problem set.

10.3.6 The Approximated Filter Based on a Grid

10.3.6.1 Description

If space is continuous but cannot be decomposed into $N_s$ cells $\{x^i_t, i = 1, ..., N_s\}$, we can then approximate $p(x_t|Z_{1:t})$ by:

$$p(x_t|Z_{1:t}) \approx \sum_{i=1}^{N} w_i^t \delta(x_t - x^i_t)$$

(10.84)

And therefore apply the filter based on a grid described in Section 10.3.3.
10.3.6.2 Example

If we know that the signal that we are trying to estimate is limited, we can establish a grid on the area under consideration and suppose that $x_t$ only takes the discrete states defined in this way for values.

A Markov process $x_t = [x_t]$ is generated according to the following system:

$$x_t = f_t(x_{t-1}) + v_t \quad (10.85)$$

$$z_t = h_t(x_t) + \mu_t \quad (10.86)$$

with for transition

$$f_t(x_{t-1}) = \frac{x_{t-1}}{2} + \frac{25x_{t-1}}{1 + x_{t-1}^2} + 8 \cos 1.2t \quad (10.87)$$

highly nonlinear (used to describe physical phenomena and in previous simulations [44, 74–76]) and for observation:

$$h_t(x_t) = \frac{x_t^2}{20} \quad (10.88)$$

Noise is set to $Q = [10]$ and $R = [1]$ and the measurement equals simply $z_t = [z_t]$. Figures 10.10 and 10.11 show that an extended Kalman filter is not adapted to this type of transition. On the other hand, with a grid of 20 cells from $-30$ to 30 we obtain the result shown in Figures 10.12 and 10.13. If we move to a grid definition of 200 cells, we obtain the result shown in Figures 10.14 and 10.15. We observe that while this result is no doubt the best one that we will obtain from among the Bayesian filters described in this section for this type of transition, there
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(a) Estimate of a nonlinear, non-Gaussian signal $x$ by extended Kalman filtering from measurement $z$. Estimate by an extended Kalman filter proves to be very inefficient, as the evolution of MSE shows.
Figure 10.11  (a, b) Propagation of $p(z|x_t)$ for the example in Figure 10.10. The multimodality of a posteriori density makes its estimate by an extended Kalman filter that tries to approximate it by a Gaussian inefficient.

Figure 10.12  (a, b) Estimate of a nonlinear signal $x$ by approximated filtering based on a grid of 20 cells from measurements $z$. The error shows that the approximated filter based on a grid is more efficient than the extended Kalman filter, which is not adapted to this type of transition.
are two major drawbacks: calculation is too costly and consequently prohibitive for the use that we intend to make of it (especially in higher dimensions) and the area should be limited (here the signal oscillates around 0 and is always contained between $-30$ and $+30$).

### 10.3.7 The Particle Filter

#### 10.3.7.1 Description (See Algorithms 10.5, 10.6, and 10.7 in Appendix 10A)

The particle filter, also referred to as a condensation algorithm or even a bootstrap filter, produces a suboptimal solution by a stochastic draw. It appeared in
Figure 10.15 (a, b) Propagation of $p(z_t|x_t)$ for the example in Figure 10.14. Here we see that the a posteriori density comes out very clearly. It is non-Gaussian and multimodal. Moreover, the strong nonlinearity of the transition produces a density that is alternately mono-modal and multimodal.

1996 in [50] and then in [77]. For a quick introduction we may refer to the highly didactic [44]. For a more in-depth development, see [51]. For multiobject applications, see [78, 79]; see also [80–83]. Reference [84] is interested in the problem of the unknown number of objects and [85] in the uncertainty in the modelling parameters, while [86] proposes an important function in the form of a combination of Gaussians. Finally, [87] proposes a Gaussian particle filter that is used to estimate the nonlinear evolution of a Gaussian density. In a second article in the same issue [88], they extend this filter to a sum of Gaussians. An application of the particle filter to the tracking of microtubules in wide-field fluorescence microscopy is presented in [89].

The general idea is to approximate the density being sought by a set of particles $x^i_t$, $i = 1, ..., N$ and their associated weights $w^i_t$. These weights are obtained every time $t$ according to the principle “of weighted sampling” or importance sampling (IS) [86]. If at stage $t$ we have a cloud of points $\{x^i_t, w^i_t\}_{i=0}^N$, the density of a posteriori probability can be approximated by

$$p(x_t|Z_{1:t}) \approx \sum_{i=1}^{N} w^i_t \delta(x_t - x^i_t)$$

(10.89)

where the normalized weight of the $i$th particle $w^i_t$ can be obtained recursively with (Algorithm 10.5):

$$w^i_t \propto w^i_{t-1} \frac{p(z_t|x^i_t)p(x^i_t|x_{t-1}^i)}{q(x_t^i|x_{t-1}^i, z_t)}$$

(10.90)
$q(.)$ is the importance function according to which we can generate samples $x^i$. This cloud of points $\{x^i_t, w^i_t\}_{i=0}^N$ can therefore be used to calculate any estimator because

$$\hat{E}_P[f(x_t)] = \sum_{i=1}^N w^i_t f(x^i_t)$$

(10.91)

The sequential importance sampling (SIS) algorithm (Algorithm 10.5) is not used in practice because it leads to degeneracy of particles that have no reason to be concentrated in regions of high densities. A high quantity of particles may temporarily solve this problem but in the mid-term, a resampling stage is necessary. The sequential importance resampling (SIR): Algorithm 10.7 proposes such a resampling. When a significant part of the particles is judged to be inefficient (i.e., at a very low weight), a resampling stage is carried out. This resampling deletes every inefficient particle and replaces it by the doubling of an efficient particle.

At every iteration, after the calculation of standardized weights, an estimate of the number of efficient particles is obtained with

$$n_{\text{eff}} \approx \frac{1}{\sum_{i=1}^N (w^i_t)^2}$$

(10.92)

We can therefore decide to carry out a resampling stage when $n_{\text{eff}}$ is significantly lower in the total number of particles. For example, when $n_{\text{eff}} < \frac{N}{4}$. The resampling stage is described in (Algorithm 10.6).

---

**Figure 10.16** (a, b) Estimate of a signal $x$ by particle filtering from measurement $z$. The mean estimator is revealed to be better than the MAP estimator for this example. Moreover, the extended Kalman filter also obtains a good result.
10.3.7.2 Example

The example of the extended Kalman filter is used again here:

\[
x_t = \begin{bmatrix} x_t \\ \dot{x}_t \end{bmatrix}, \quad f(x_{t-1}) = \begin{bmatrix} x_{t-1} + \dot{x}_{t-1} \\ \dot{x}_{t-1} + \frac{\dot{x}_{t-1}}{1 + x_{t-1}^2} \end{bmatrix}, \quad z_t = [z_t] \text{ and } H = \begin{bmatrix} 1 & 0 \end{bmatrix}
\]  

(10.93)

In Figures 10.16 and 10.17 we observe that the result of the mean estimator of the particle filter is comparable to the estimator of the extended Kalman filter. The particle filter is therefore no more efficient on a Gaussian density than an extended Kalman filter if the transition is not strongly nonlinear.

The nonlinear, non-Gaussian example of the approximated filter based on a grid is also used again here:

\[
f_t(x_{t-1}) = \frac{x_{t-1}}{2} + \frac{25x_{t-1}}{1 + x_{t-1}^2} + 8 \cos 1.2t
\]  

(10.94)

\[
h_t(x_t) = \frac{x_t^2}{20}
\]  

(10.95)

The particle filter with resampling is again compared to the extended Kalman filter. Figure 10.18 gives the maximum a posteriori and mean result of the estimators with 30 particles; the propagation of \( p(z_t|x_t) \) is shown in Figure 10.19. In both cases, the particle filter gives a better estimate. Figures 10.20 and 10.21 show the result of the same filter with 4,000 particles; density is refined.

Unlike the projectiles studied in ballistics, most biological objects are likely to change transition type frequently. Moreover, for a very short period of time (i.e., between two changes), we propose efficient modeling of this transition by a linear application on the last positions accompanied by Gaussian uncertainty. An IMM...
is therefore well adapted to this problem. Moreover, unlike the filters based on a grid or with particles, it is reasonably algorithmically complex because it is as close as possible equivalent to as many Kalman filters as there are models. This point is important because we will sometimes be manipulating several hundreds of objects.

Subsequently, we propose in Section 10.6.2 several transition models that will be used conjointly by an IMM to predict and estimate the state of each of our objects. First of all, we will analyze the third component of Bayesian tracking,
which from our point of view is the component that is least adapted to tracking fluorescent spots.

10.4 Description of the Main Association Methods

Data association is a crucial step when tracking several particles in the presence of clutter. Indeed, as the detection may miss or wrongly detect objects, naive association methods will create inconsistent associations leading to disconnected trajectories in subsequent images. Among the numerous methods that have been developed to tackle this problem, the most popular algorithms are the nearest neighbor (NN) [32], the Joint Probabilistic Data Association (JPDA) [33,90], and...
the multihypothesis tracking (MHT) [91, 92], but none of them is really adapted to the specific needs of MPT. The NN is very sensitive to noise and performs quite badly even with moderate noise levels. The JPDA, which computes the joint probability of all the different associations, requires the number of objects to be known in advance and remain constant during the sequence, a condition not met in our applications where the number of particles varies in time. The MHT algorithm is very compelling conceptually, as it is based on the dynamic computation of the probability tree describing all possible associations of particles over time. Notwithstanding its theoretical advantages, it rapidly becomes intractable because the complexity increases exponentially with the number of tracked objects. There are no established and reliable implementations for applications where the number of considered objects exceeds a few units; thus, the MHT does not fully satisfy the demand of being able to handle several tens or hundreds of particles. The aforementioned methods are presented in this section.

All tracking methods a Bayesian filter that apply obtain a predicted measurement and a search window thanks to the propagation of $p(x_t|Z_t)$. This is because the state previously estimated is extrapolated with (10.9), and the predicted measurement is obtained from this extrapolation and from the observation model. The predicted measurement is an estimate at stage $t-1$ of what measurement $z_t$ will be at stage $t$. It is always written $z_{t|t-1}$ and depends on the filter used. Because our model includes an aleatory component, the predicted measurement does not correspond to the actual measurement but from the Bayesian filter, and it is possible to obtain an area around the predicted measurement in which we will find the actual measurement with a certain probability.

In the Kalman filter, for example, the predicted state and its covariance are estimates obtained as follows:

$$x_{t|t-1} = E(x_t|Z_1:t-1)$$  \hspace{1cm} (10.96)

$$= F_t x_{t-1|t-1}$$  \hspace{1cm} (10.97)

$$P_{t|t-1} = E(\tilde{x}_{t|t-1} \tilde{x}_{t|t-1}^T|Z_1:t-1)$$  \hspace{1cm} (10.98)

$$= F_t P_{t-1|t-1} F_t^T + Q_t$$  \hspace{1cm} (10.99)

with $\tilde{x}_{t|t-1} = x_t - x_{t|t-1}$. Then, the predicted measurement is obtained from the predicted state and, in parallel, the covariance of error on the predicted measurement is obtained from the covariance of the predicted state:

$$z_{t|t-1} = E(z_t|Z_1:t-1)$$  \hspace{1cm} (10.100)

$$= H_t x_{t|t-1}$$  \hspace{1cm} (10.101)

$$S_t = E(\tilde{z}_{t|t-1} \tilde{z}_{t|t-1}^T|Z_1:t-1)$$  \hspace{1cm} (10.102)

$$= H_t P_{t|t-1} H_t^T + R_t$$  \hspace{1cm} (10.103)
with \( \tilde{z}_{t|t-1} = z_t - z_{t|t-1} \). The density of \( \{z_t|Z_1:t-1\} \) in stage \( t-1 \) is therefore

\[
\Lambda_t = \frac{1}{\sqrt{\det|2\pi S_t|}} \exp \left\{ -\frac{1}{2} \tilde{z}_{t|t-1}^T S_t^{-1} \tilde{z}_{t|t-1} \right\} 
\]  

(10.104)

We are trying to determine a volume around the predicted measurement such that the measurement of the object is within this volume with, for example, a probability \( P_G > 0.95 \). A measurement \( z_i^j \) will therefore be within the volume if

\[
d^2(z_{t|t-1}, z_i^j) < g^2
\]  

(10.105)

with \( g \) selected from a table of the \( \chi^2_{\text{dim}(z)} \) and

\[
d^2(z_{t|t-1}, z_i^j) = [z_i^j - z_{t|t-1}]^T S_t^{-1} [z_i^j - z_{t|t-1}]
\]  

(10.106)

The association stage will therefore consist of using the measurement candidate or candidates to update the filter of each article being tracked. This stage is not without difficulty because it is a question of carrying out the measurement that best corresponds to it at every prediction, and doing so for all predictions simultaneously. The literature offers several methods, the main ones of which are referred to here.

Subsequently, \( \theta_{ij} \) designates the association of measurement \( j \) with prediction \( i \), and \( \theta \) designates a feasible joint association event \( \theta = \{\theta_{i0j0}, \ldots, \theta_{iNjN}\} \).

### 10.4.1 The Nearest Neighbor (ML)

When tracking is carried out on a single object in the presence of noise, the nearest neighbor method selects the candidate that minimizes the distance between prediction and measurements (see Algorithm Appendix 10A Appendix 10A). Because the Euclidean distance does not correctly reflect the similarity of one measurement to a predicted measurement, a distance linked to the likelihood of the filter of each prediction is preferred to it. Moreover, we may, for example, directly maximize likelihood (ML)—see (10.104). In a Gaussian density, this amounts to minimizing the Mahalanobis distance—see (10.105)—(also known as standardized distance) between prediction and measurement.

When tracking is carried out on several objects, there are two approaches. The first is an optimal approach that consists of solving the following problem:

\[
\min \sum_{i=0}^n \sum_{j=0}^m c_{ij} \mathbb{1}_{\{\theta_{ij}\}}
\]  

(10.107)

\[
\forall j \neq 0 \sum_i 1_{\{\theta_{ij}\}} = 1
\]  

(10.108)

\[
\forall i \neq 0 \sum_j 1_{\{\theta_{ij}\}} = 1
\]  

(10.109)
where \( c_{ij} = \left\{ \begin{array}{ll} \log \left( \frac{P_D \Lambda_t(\theta_{ij})}{\Lambda_t(\theta_{0j})} \right) & \text{if } -\log(\cdot) < 0 \\ 0 & \text{if } i = 0 \text{ or } j = 0 \\ \infty & \text{otherwise} \end{array} \right. \) 

where \( \Lambda_t(\theta_{ij}) \) is the likelihood of the event \( \theta_{ij} = \{ \text{the trajectory } i \text{ is associated with measurement } j \} \), trajectory 0 has the specificity of being associated with all the nonassociated measurements, and measurement 0 has the specificity of being associated with all the trajectories without a measurement in the search window. Finally, \( P_D \) is the probability of detecting an object.

Jonker and Volgenant’s algorithm, for example, [93] or the Hungarian algorithm [94] are used to obtain the solution for this problem. This optimal approach is very sensitive to noise. This is because, if an object is over- or underdetected, all associations may be staggered to satisfy the global criterion. Figure 10.22 illustrates this.

A way of getting around this problem is to use a suboptimal approach (Algorithm 10.8 in Appendix 10A). This works as follows: after determination of all the search windows, the \( c_{ij} \) are calculated for the validated measurements. Then
the smallest value $c_{ij}$ is determined, and the trajectory $i_0$ is associated with measurement $j_0$. Then, these two elements are eliminated for the rest of the approach. The process is reiterated until there are no more associations possible.

10.4.2 Multihypothesis Tracking (MHT)

The MHT algorithm [71, 91, 92, 95] relies on an elegant theoretical model because it proposes maximizing the probability of each concatenation of associations from time $t_1$ to time $t$ (see Algorithm 10.9 in Appendix 10A). This algorithm supposes that a measurement is either a detected object, a false alarm, or a new object. At time $t$, a feasible joint association event that links all $Z_t$ to all $Z_{t|t-1}$ of predictions is observed $\theta^I_t$. Each feasible joint association event therefore contains a set of measurements composed as follows:

- $\tau$ measurements come from detected tracked objects.
- $\nu$ measurements come from detected new objects.
- $\phi$ measurements are false alarms.

Three indicators are defined in this way:

$$\tau_j = \tau_j[\theta^I_t] = \begin{cases} 1 & \text{if } z^j_t \text{ comes from a detected tracked object} \\ 0 & \text{otherwise} \end{cases} \quad (10.111)$$

$$\nu_j = \nu_j[\theta^I_t] = \begin{cases} 1 & \text{if } z^j_t \text{ is a new detected object} \\ 0 & \text{otherwise} \end{cases} \quad (10.112)$$

$$\delta_i = \delta_i[\theta^I_t] = \begin{cases} 1 & \text{If object } i \text{ is detected at time } t \\ 0 & \text{otherwise} \end{cases} \quad (10.113)$$

with $\tau = \sum_{j=1}^m \tau_j$, $\nu = \sum_{j=1}^m \nu_j$, and $\phi = m - \tau - \nu$ (where $m$ is the total number of measurements). A cumulative feasible joint association event hypothesis $l$ of time 1 at time $t$ is entered $\Theta^l_{1:t}$. This is the concatenation of a cumulative feasible joint association event hypothesis $s$ of time 1 at time $t-1$ and of a feasible joint association event $k$ at time $t$:

$$\Theta^l_{1:t} = \{\Theta^s_{1:t-1}, \theta^k_t\} \quad (10.114)$$

The probability of such a hypothesis can be calculated by applying Bayes’ rule:

$$P\{\Theta^l_{1:t}|Z_{1:t}\} = P\{\theta^k_t, \Theta^s_{1:t-1}|Z_t, Z_{1:t-1}\} \quad (10.115)$$

$$= \frac{1}{c} p[Z_t|\theta^k_t, \Theta^s_{1:t-1}, Z_{1:t-1}] \quad (10.116)$$

$$P\{\theta^k_t|\Theta^s_{1:t-1}, Z_{1:t-1}\} \quad (10.117)$$

$$P\{\Theta^s_{1:t-1}|Z_{1:t-1}\} \quad (10.118)$$
where (10.118) is obtained during the previous iteration, (10.116) equals:
\[
p\{Z_t | \theta_t^k, \Theta_{1:t-1}^s, Z_{1:t-1}\} = \prod_j [\Lambda_j^t \tau_j V^{-1-(1-\tau_j)}]
\]
\[
= V^{-\phi - \nu} \prod_i [\Lambda_i^t \tau_i]
\]
and (10.117) equals:
\[
P\{\theta_t^k | \Theta_{1:t-1}^s, Z_{1:t-1}\} = \frac{\phi! V!}{m} \mu_F(\phi) \mu_N(\nu) \prod_i (P_{D}^i)^{\delta_i} (1 - P_{D}^i)^{1-\delta_i}
\]
\[
10.4.3 The Probabilistic Data Association Filter (PDAF)

The PDAF \( [27, 32, 98, 99] \) produces the probability that each measurement contained in the search window is the correct measurement or, on the contrary, that none of them corresponds to the tracked object (see Algorithm 10.10 in Appendix 10A). The various measurements that are read in this way are taken into account along with their respective probabilities to update the filter. The filter is therefore updated not with one measurement, with which it would have been associated, but with all the measurements contained in its validation filter weighted by their respective probability. The hypotheses formulated are as follows: a single object is present in the scene; one of the measurements is the measurement of this object and the others are false detections or noise. Discrimination between measurements from the object and measurements from errors or noise is based on a difference in distribution.
If $m$ measurements are contained in the search window, as shown in Figure 10.23, the probability that $z_i^t$ comes from the object equals

$$
\beta_i = \frac{e_i}{b + \sum_{l=1}^{m} e_l} \quad (i = 1, \ldots, m)
$$

and the probability that none of the measurements corresponds to the tracked object equals

$$
\beta_0 = \frac{b}{b + \sum_{l=1}^{m} e_l}
$$

with

$$
e_i = \exp \left\{ - \frac{1}{2} d^2(z_i^t) \right\}
$$

$$
b = \frac{m}{V} \sqrt{\text{det}[2\pi S_t]} \frac{1 - P_D P_G}{P_D}
$$

where $V$ is the volume of the search window, $P_D$ is the probability of detection, and $P_G$ is the probability that the measurement of the object is effectively contained in the validation area. The state of the filter is then updated as follows:

$$
x_{t|t} = x_{t|t-1} + K_t v_t
$$

with $v_t$ the combined residue:

$$
v_t = \sum_{i=1}^{m} \beta_i v_t^i
$$

where

$$
v_t^i = z_t^i - H_t x_{t|t-1}
$$

and the covariance is updated as follows:

$$
P_{t|t} = \beta_0 P_{t|t-1} + [1 - \beta_0] P_c + \tilde{P}_t
$$

Figure 10.23  Search window around the predicted measurement.
where
\[ P'_t = P_{t|t-1} - K_t S_t K'^T_t \]  \hspace{1cm} (10.130)

and
\[ \hat{P}_t = K_t \left[ \sum_{i=1}^{m} \beta_0 v^i_t [v^i_t]^T - v_t v^T_t \right] \]  \hspace{1cm} (10.131)

### 10.4.4 Joint PDAF (JPDAF)

The JPDAF is the joint version of the PDAF (see Algorithm 10.11 in Appendix 10A). This association method considers that a measurement is exclusively on the basis of preference:

- A detected object with a Gaussian distribution;
- A false alarm with a uniform or a Poisson distribution.

Moreover, the number of objects is set and known (no object leaves or enters the scene). A \( \theta \) joint association event is a set of association events \( \theta_{ij} \) between a prediction \( i \) and a measurement \( j \). A feasible joint association event is a set of \( \theta_{ij} \) such that each prediction \( i \) is associated with a single measurement \( j \) that it does not share, and each measurement \( j \) is associated with a single prediction \( i \) that it does not share. The probability of each \( \theta \) is obtained with:

\[ P\{ \theta | Z_{1:t} \} = \frac{1}{c} \frac{\phi!}{V^\phi} \prod_j (\Lambda_{ij})^{\tau_j} \prod_i ((P'_i)^{\delta_i} (1 - P'_i)^{1-\delta_i}) \]  \hspace{1cm} (10.132)

with
\[ \tau_j = \tau_j[\theta^i_t] = \begin{cases} 1 & \text{if } z^j_t \text{ comes from a detected object} \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (10.133)
\[ \delta_i = \delta_i[\theta^i_t] = \begin{cases} 1 & \text{if object } i \text{ is detected at time } t \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (10.134)

\( P'_i \) is the probability of detection of object \( i \) (considered to be known), \( \phi \) is the number of measurements coming from false alarms, \( V \) is the hyper-volume of the search window (see Figure 10.24), and \( \Lambda_{ij} \) is the Gaussian likelihood of measurement \( j \) for trajectory \( i \). The configured version of the JPDAF considers that the number of false detections is modeled by a Poisson law with the parameter \( \lambda \) (considered to be known) and is obtained by replacing \( \frac{\phi!}{V^\phi} \) with \( \lambda^\phi \) in (10.132).

The marginal probabilities of each association event are obtained from the joint law as follows:
\[ \beta_{ij} = P\{ \theta_{ij} | Z_{1:t} \} = \sum_{\theta: \theta_{ij} \in \theta} P\{ \theta | Z_{1:t} \} \]  \hspace{1cm} (10.135)
These marginal probabilities are used to weight each corresponding measurement for the update of each PDAF in (10.126) and (10.129).

The use of several independent PDAFs to track several objects often leads to the blocking of several filters on the same object. This is because if several filters are updated with the same measurements over several successive iterations, it will no longer be possible to differentiate them again. The JPDAF is used to work around this problem by not allowing a configuration where several objects can simultaneously make the same hypothesis on the same measurement. The associations are therefore interdependent. This is the meaning of the feasible joint association event.

In particular, all these association methods have their source in air traffic problems [32]. Applied to fluorescent spots, they define new problems because the hypotheses that they define do not predict the various cases that detection produces on a permanent basis. This is what we will show in the next section.

### 10.5 Particle Tracking: Methods for Biological Imaging

In the previous sections, we reviewed the filtering and association methods. Some of them are more adapted to particle tracking in the context of biological image than others. A specific aspect of biological object is that their dynamics can vary abruptly and frequently over time leading to association problems. To handle this, we believe the use of an IMM filter with several dynamic models allows us to achieve a good prediction during the transition between movements. Also, to avoid creating inconsistent associations leading to disconnected trajectories in subsequent images, two important facts have to be taken into consideration: (1) a detection does not necessarily correspond to a real object but could have been generated by clutter; and (2) an object might have been missed (not detected). Finally, we can rarely assume the number of object will remain constant during the sequence. To properly handle these situations, the tracking algorithm has to be able either to terminate a track if a wrong measurement has been generated or to provide a predicted measurement that will be used to temporarily retain a track in case a real measurement can be assigned in the subsequent images. Also, as the number of object do not remain constant, a robust association can be achieve thanks to the suboptimal maximization of the likelihood of each filter.
This method is flexible since the detection method (which is not discussed here) can be adapted to the application as long as it produces measurement of objects at each time frame. In the following, for each detected spot, we form a measurement vector $z$ (see [100]) consisting of the location $(x, y, z)$, volume $v$, and mean intensity $i$ of the spot at time $t$:

$$
\mathbf{z}_t = [x_t, y_t, z_t, v_t, i_t]^T
$$

which will be used to estimate a spot state in the tracking steps.

### 10.5.1 Proposed Dynamic Models for the IMM

To adapt the IMM to biological imaging, we propose using three different models of dynamics: random walk (RW), first-order linear extrapolation (FLE), and second-order linear extrapolation (SLE). They model Brownian motion and directed movement with constant speed or acceleration, which are representative modes of motion encountered in biology [7, 101]. We make the additional realistic hypothesis that during movement, the biological objects can switch abruptly between the three models. This description is complemented by the hypothesis that the volume $v_t$ and the mean intensity $i_t$ of each spot remain approximately constant with an additive Gaussian noise. By writing the state vector as a concatenation of three successive locations,

$$
\mathbf{x}_t = [x_t, y_t, z_t, v_t, i_t, x_{t-1}, y_{t-1}, z_{t-1}, x_{t-2}, y_{t-2}, z_{t-2}]^T
$$

each of three models can be represented by a linear application, thus enabling us to take into account in the IMM up to three consecutive vector states while still lying within a Markov process of order 1.

The three models are as follows:

1. RW model, which makes the assumption that the next state is defined by the previous state and an additive Gaussian noise:

   $$
   \mathbf{F}^1 = \begin{bmatrix}
   1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
   1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 
\end{bmatrix}
   $$
2. FLE model, which makes the assumption that the next state is defined by the linear extrapolation of the last two 3-D locations while keeping the same intensity and volume:

\[
\mathbf{F}^2 = \begin{bmatrix}
2 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

3. SLE model, which makes the assumption that the next state is defined by the linear extrapolation of the three last 3-D locations while keeping the same intensity and volume:

\[
\mathbf{F}^3 = \begin{bmatrix}
3 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 1 & 0 & 0 \\
0 & 3 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 1 & 0 \\
0 & 0 & 3 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

The observation model \( \mathbf{H} \) related to the measurement vector (10.136) is common to all three models:

\[
\mathbf{H} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\] (10.138)

To finish, the initialization of the covariances of transition \( \mathbf{Q}_0 \) and observation \( \mathbf{R}_0 \) can be estimated from isolated objects. We will see in the following section that \( \mathbf{Q}_t \) can be updated over time to adapt the search window (or validation gate) to the dynamic of the objects.
10.5.2 Adaptive Validation Gate

After the prediction stage, the predicted measurement for a Kalman filter is given by 
\[ \hat{z}_{t|t-1} = H_t \hat{x}_{t|t-1} \]. So for each filter, a validation gate around the predicted measurement can be defined as follows:

\[
G_t = \{ z_t, [z_t - \hat{z}_{t|t-1}]^T S_t^{-1} [z_t - \hat{z}_{t|t-1}] \leq g^2 \}
\]

where \( S_t \) is the innovation covariance and \( g \) is determined from a \( \chi^2_{\text{dim}(z)} \) table as corresponding to a gating probability chosen to be \( > 0.95 \). In the following, we show how to reduce this search area as much as possible, under the constraint that the valid candidate must be contained therein. This is done by estimating the covariance of the transition noise at each time step in order to update it. Let \( \nu_t \) be a random process vector with zero mean and covariance matrix \( Q_t \). Then, an estimate of \( Q_t \) at each time step \( t \) when a realization \( \tilde{\nu}_t \) of \( \nu_t \) becomes available, can be computed by the following methods, for which we give the expression and the potential pitfalls:

1. If the model is well designed and the noise induced by the transition process is constant, we can choose:

\[
\hat{Q}_t = Q_0 \quad (10.139)
\]

that is, the estimate is a constant. Not updating the covariance of the transition noise can, however, lead to problems if the input value is not correctly chosen. If it is too small, the target will probably get out of the validation gate. Conversely, if it is too large, the gate will probably contain lots of clutter and other targets, leading to possible association errors.

2. If we observe that the covariance of the transition noise evolves with time, we can compute the sample variance as being an estimate for \( Q_t \) at each time step \( t \):

\[
\hat{Q}_t = \frac{1}{t} \sum_{i=0}^{t} \tilde{\nu}_i \tilde{\nu}_i^T \quad (10.140)
\]

3. Since this expression may lead to computational bottlenecks, we prefer its recursive equivalent, which consists of computing recursively the sample variance at each \( t \):

\[
\hat{Q}_t = \frac{t-1}{t} \hat{Q}_{t-1} + \frac{1}{t} \tilde{\nu}_t \tilde{\nu}_t^T \quad (10.141)
\]

In this case, it is clear that \( \hat{Q}_t \) converges to a constant value because the newcomers are given less and less weight when \( t \) grows. This has the negative effect that sudden variations of the target behavior cannot be taken into account properly and therefore lead to losing the track.

4. To try to tackle the previous problem, the weight \( \frac{1}{t} \) can be replaced by a constant “memory” factor \( \alpha, 0 < \alpha < 1 \). Then, at each time \( t \), the covariance estimate is obtained with

\[
\hat{Q}_t = \alpha \hat{Q}_{t-1} + (1 - \alpha) \tilde{\nu}_t \tilde{\nu}_t^T \quad (10.142)
\]
This method has the advantage of controlling the confidence in a new evaluation of the error. However, as it reinforces the weight of last similar values, it has the negative effect of shrinking the validation gate to small values and will produce the same effect as method 3 when $\tilde{\nu}_t$ is small during a significant amount of time.

5. To limit the shrinking of the validation gate, it is also possible to set a minimal value on the recursive estimate of the covariance $Q_t$. This therefore leads to the following expression:

$$\dot{Q}_t = \alpha \dot{Q}_{t-1} + \beta \tilde{\nu}_t \tilde{\nu}_t^T + \gamma Q_0,$$

(10.143)

with $\alpha + \beta + \gamma = 1$, where $\alpha$ is the “memory” factor, $\gamma$ determines the weight of the minimal gate and $Q_0$ determines the shape of the gate.

In the context of Gaussian Bayesian target tracking, we get successive values of $\tilde{\nu}_t$ by computing the error that is made between the state estimate $\hat{x}_{t|t}$ and the predicted one, $\tilde{x}_{t|t-1}$:

$$\tilde{\nu}_t = \hat{x}_{t|t} - \tilde{x}_{t|t-1}$$

(10.144)

This value can be obtained with a Kalman filter, an extended Kalman filter, and also in our case with each filter of an interacting multiple model filter.

To illustrate the methods 1, 3, 4, and 5 [40] and compare their effectiveness in updating the transition noise covariance, we run the tracking algorithm with a Kalman filter on sequences such as those shown in Figure 10.25.

For each track, at each step, the following measures are computed:

- The Mahalanobis distance between predicted measurement and real associated measurement:

$$d_t = [z_t - \hat{z}_{t|t-1}]^T [S_t]^{-1} [z_t - \hat{z}_{t|t-1}]$$

(10.145)

- The volume of the validation gate (i.e., except for a constant, the product of the eigenvalues of the residual covariance $S_t$). In our case, the validation

![Figure 10.25](image-url)  
First row: cropped frames 26, 27, and 28 of a video-microscopy sequence. Second row: the tracked spot moves suddenly to the opposite direction at frame 27 and keeps being in the validation gate on next frame thanks to method 5.
Figure 10.26  (a) Error of measurement prediction. (b) Volume of validation gate. When the object suddenly changes its direction at frame 27, the error is high and only the methods 1 and 5 are able to keep the object within the validation gate.

gate is an hyper ellipsoid in four dimensions, as each measure is constructed with the location $x,y$, the area $a$, and the intensity $i$ of each detected spot with method [4].

Figure 10.26 presents the evolution of these measures for the fluorescent spot of Figure 10.25 computed with methods 1, 3, 4, and 5. This object is typical and represents well the behavior of all tested spots in that it changes dynamics very

Figure 10.27  Effect of the variation of parameters in method 5.
suddenly between two frames. It can be seen that only methods 1 and 5 succeed in keeping the object inside of the validation gate, while methods 3 and 4 lose the object because the volume decreases too much to handle the unexpected event of the sudden change in direction of the object in frame 27, as shown by the error graph. Also, method 5 is able to adapt the validation volume to a shape related to the error and to a size that is smaller than the one given by method 1.

Figure 10.27 shows the influence of changing the parameters of method 5. In the example, the thick curve is a smoother version of the one in Figure 10.26, where $\beta$ has a smaller value. The thin curve presents a configuration where the “memory” factor $\alpha$ is increased and the minimal gate is decreased, leading the validation volume to take more time to adapt itself to a smaller minimum.

10.5.3 Association

At each time frame, a set of predicted estimations is provided by the IMM and, parallely, a set of measurements is provided by the detector. To form the correct tracks, it is necessary thereafter to go through an association stage. This consists of finding the best assignment between detections and the predicted estimations.

The assignment is made as follows: first, we compute the maximum likelihood of the innovation among the models in each IMM that we denote $\Lambda_{t}^{\text{max}}(i,l)$. That is to say, for each measurement $m_i(t), i \in \{1, \cdots, m\}$ and track $T_l, l \in \{1, \cdots, n\}$, we find the value which maximizes (10.74).

Each of them is used to form the following matrix:

$$L = \begin{bmatrix} \vdots & \cdots & \Lambda_{t}^{\text{max}}(i,l) & \cdots & \vdots \end{bmatrix}$$ (10.146)

This is done only for the measurements that are within the validation gates (i.e., the Mahalanobis distance between predicted and estimated measurements is inferior to the square of a given $g$ which is determined from a $\chi_{\dim(m)}^2$ table as corresponding to a gating probability chosen to be at least 0.95).

The assignments $(a_0, \ldots, a_{\min(n,m)})$ are then found according to the following:

$$a_k = (i_k, l_k) = \arg \max_{(i,l) \in J_k} L(i,l)$$ (10.147)

with

$$J_0 = \{(i,l)/i \in \{1, \cdots, m\}, l \in \{1, \cdots, n\}\}$$
$$J_{k+1} = J_k \setminus \{(i,l)/i = i_k \cup \{l = l_k\}\}$$ (10.148)

The search for assignments stops when $J_k = \emptyset$. Even though this assignment technique is suboptimal in a global sense—that is, it may occur that

$$\exists B^* = \{b_0, \ldots, b_{\min(n,m)}\}, \sum_k L(a_k) < \sum_k L(b_k)$$ (10.149)
it produces, in context of biological applications, much better results than an algorithm for optimal assignment between two sets such as for example, the Jonker and Volgenant algorithm [93]. When dealing with biological data, the JVC algorithm is not able to output correct associations on more than the first five time points in a sequence. This can be explained by the fact that the JVC algorithm requires the cardinality of the two sets is equal, an assumption that is not met in our case as we are trying to resolve an ill-posed problem where the number of predicted measurements never equals the number of measurements.

10.6 Applications

10.6.1 Validation on Synthetic Data

In order to assess the quality of the method and its adaptability to biological data, sequences were generated with artificial spots whose characteristics are as close as possible to fluorescent spots. The spots are represented by 3-D Gaussian shapes with different random covariance matrices in order to get different shapes of different sizes. An example of generated spots and their detection is presented in Figure 10.28.

To test the robustness of the tracking algorithm to the density of spots, 10, 20, 30, or 40 spots were included in $100 \times 100 \times 10$ image stacks (the resulting spot density then being $d = 0.1, 0.2, 0.3, 0.4$ for 10, 20, 30, and 40 spots), five sequences of 30 time points for each condition (20 sequences in total) were generated.

![Figure 10.28](image-url) Example of detection of synthetic spots. (a) Synthetic $100 \times 100 \times 5$ image stack with 40 synthetic spots and added Gaussian noise ($\sigma = 10$). Note the similarity with real microscopy data in Figure 10.1. (b) Detected spots.
Here, the size of the test volumes was kept small in order to achieve relatively high densities of spots within tractable volumes. In each sequence, the spots were made to move randomly and their direction changed randomly at a random time of between 1 and 5 frames, with an additional random modification of the covariance matrix of the 3-D Gaussian shapes with time to make their aspect change. To simulate real-world conditions, spots were allowed to temporarily aggregate and cross. Also, a simulated background was generated by using a mixture of Gaussians with high variance, and white Gaussian noise was added to the sequence in order to represent the noise present in typical microscopy images. Finally, the image stacks have a lower resolution in the \( z \) direction to simulate the anisotropic resolution of 3-D microscopy images.

Table 10.1 gives a summary of the influence of the density of spots within the same volume on the performances of the algorithm. The results show that even with a high density of spots, the performances of the algorithm are satisfactory, and that the IMM clearly outperforms the results achieved by using a KF with any of the three models (RW, FLE, or SLE) taken alone.

Color Plate 15 shows a synthetic sequence that was generated with 160 synthetic spots in a volume similar to typical real microscopic 3-D confocal images, resulting in a spot density of \( d = 0.25 \). By applying the IMM filter to the data on this sequence, we could achieve a tracking with 85 percent of true positive and 6.1 percent of false positives, which is in good agreement with the results in Table 10.1.

The 3D+t (4-D) tracking methods developed and set out in this chapter have been applied to a number of problems in microbiology and cellular biology. They have been used to discover and quantify certain phenomena with precision. A complete software application has been developed with the double purpose of allowing evolution in the algorithms and an ergonomic use by biologists.

It is worth noting that microscopy platforms and some specialized publishers also propose software packages that carry out (semi)automatic tracking of objects. The main ones are in particular Imaris, DiaTrack, and TIKAL. These software use deterministic methods that have proven not to be able to manage properly fusions or split of objects. They can, however, be used in images very noisy particle flow but do not extract satisfactory data from objects that evolve in all directions. The field is in full evolution, and it is highly probable that the availability of this type of application will increase notably in the near future.

<table>
<thead>
<tr>
<th>Spot density</th>
<th>RW</th>
<th>FLE</th>
<th>SLE</th>
<th>IMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>80 / 0</td>
<td>86.7 / 0</td>
<td>86.7 / 0</td>
<td>90 / 3.7</td>
</tr>
<tr>
<td>0.2</td>
<td>78.3 / 2.1</td>
<td>75 / 2.2</td>
<td>76.7 / 2.2</td>
<td>80 / 2.1</td>
</tr>
<tr>
<td>0.3</td>
<td>73.3 / 7.6</td>
<td>71.1 / 3.1</td>
<td>71.1 / 1.6</td>
<td>80 / 6.9</td>
</tr>
<tr>
<td>0.4</td>
<td>61.7 / 1.4</td>
<td>64.2 / 1.3</td>
<td>63.3 / 2.6</td>
<td>66.6 / 2.5</td>
</tr>
</tbody>
</table>

The mean results for the analysis of five sequences of 30 \( 100 \times 100 \times 5 \) image stacks for each spot density. Results are expressed as the percentage of true positives and false positives given by the tracking procedure.
### 10.6.2 Applications to Cell Biology

#### 10.6.2.1 Motility of HIV-1 Complexes

Thanks to the labeling of HIV-1 integrase with a small tetracysteine tag, which entirely preserves virus infectivity, both intracytoplasmic and intranuclear HIV-1 complexes were imaged in 3-D over time [101]. We used our computer vision program for automated 3D+t particle tracking and analysis of intracellular HIV-1 kinetic parameters (see Figure 10.29).

In the cytoplasm, HIV-1 complexes underwent directed movements toward the nuclear compartment, which are kinetically characteristic of both microtubule-and actin-dependent transport (see Color Plate 16(a)). Docking of HIV-1 at the nuclear membrane was consistently preceded by actin-directed movements in the

![Figure 10.29](image)

**Figure 10.29** Summary of the various phases of HIV-1 movements. (*From: [101]. © 2006 NPG. Reprinted with permission.*)

<table>
<thead>
<tr>
<th>Movement Type</th>
<th>Type</th>
<th>Velocity</th>
<th>3D tracks</th>
<th>Movement characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movement I</td>
<td>Microtubule-directed</td>
<td>Peaks at 0.1–1 μm/s</td>
<td>2 s</td>
<td>Directed</td>
</tr>
<tr>
<td>Movement II</td>
<td>Actin-directed</td>
<td>Under 0.03 μm/s</td>
<td>30 s</td>
<td>Directed</td>
</tr>
<tr>
<td>Movement III</td>
<td>Docking at the nuclear membrane</td>
<td>Under 0.03 μm/s</td>
<td>30 s</td>
<td>Confined</td>
</tr>
<tr>
<td>Movement IV</td>
<td>Intranuclear movement</td>
<td>Under 0.005 μm/s</td>
<td>30 s</td>
<td>Diffusive</td>
</tr>
</tbody>
</table>

![Figure 10.30](image)

**Figure 10.30** System set up for the observation of a flow of bacteria labeled by fluorescence above a cell layer.
perinuclear area (see Color Plate 16(b)), and concordantly, microtubule-directed movements from the cell periphery to the perinuclear area were followed by slower shorter-ranging actin-mediated displacements.

Figure 10.31  (a) Image of a flow of bacteria. The bacteria marked by fluorescence cross the screen from left to right. Some of them, in the low flow layers, manage to attach themselves to cells that are not visible here. (b) Automatic tracking of a flow of bacteria. Each bacterium that adheres to the cell wall is automatically taken into account and tracked when it moves and/or when it detaches when it cannot resist the stream.
10.7 Conclusions

Once docked, HIV-1 complexes exhibited vibratory movements in a very confined volume. Intranuclear complexes then adopted diffusive movements suggestive of interaction with host cell chromatin. This work has introduced new insight into the kinetic characteristics of the different movements exhibited by HIV-1 complexes within infected cells, and provides an invaluable tool for the study of virus/host cell interactions during infection.

10.6.2.2 Adhesion of Neisseria meningitidis

*N. meningitidis* is a strictly human pathogen agent responsible for septicaemias and meningitis [102]. This bacterium asymptotically colonizes the nasopharynx in a significant percentage of the population. The pathogenic process is initiated by the crossing of this epithelium by the bacterium, thus allowing the bacterium to access the blood circulation. *N. meningitidis* is able to survive and to proliferate in the blood stream. It can then colonize and cross the haemato-encephalic barrier. The adhesive properties of *N. meningitidis* are crucial for these two stages in crossing cellular barriers because they are initiated by adhesion of bacteria to cells. The adhesion capacities of meningococci have generally been studied under static conditions, whereas it adheres under conditions of blood flow (i.e., in the presence of hydrodynamic forces). The importance of hydrodynamic forces in adhesive phenomena has been highlighted in particular in studies of the interaction of leucocytes with endothelial cells. The role of these forces during adhesion of the meningococcus to the endothelial cells is still poorly known. The objective of this application was to reevaluate the adhesion factors of the meningococcus under conditions of flow. To do this, an experimental approach was developed using a laminar flow chamber (Figure 10.30). We first characterized pili-dependent adhesion in flow and brought out the irreversible character of this adhesion. Another type of adhesion, which is pili-independent, was also discovered. This second adhesion, which is effective in weak flows, does not resist high shearing constraints very much (Figure 10.31). However, it presents an interesting characteristic: rolling of bacteria over cells before they are detached that could facilitate colonization of new sites of infection.

10.7 Conclusions

This chapter has presented a general overview of state-of-the-art methods for tracking multiple fluorescent spots in 3D+t video-microscopy sequences. After a survey of the main tracking techniques, we have given an in-depth presentation of Bayesian multiobject tracking, which is made up of three components: (1) a detector that produces measurements of the spots from every image in the sequence, (2) a Bayesian filter that is used to create a prediction of the measurement of each of the objects using predefined models and past measurements, and (3) an association method that is used to determine the measurement(s) used in updating the filters. We have described the main Bayesian filters and association methods. We have then presented the results of a quantitative evaluation of the method on syn-
thetic data, which shows that Bayesian multiple object tracking makes it possible to track a high number of moving particles. Finally, we have described some of its applications to cell biology.

Tracking performances for multiple objects in the previously described environment is directly linked to the density of objects, the quality and precision of their detection, and track initialization. Here we have discussed the robustness to density but not the detection and initialization parts that are highly related to the considered application and images. It is worth noting that the methodological field remains largely open and that several studies still need to be undertaken to solve standing problems in biological particle tracking. A number of studies have already integrated the concepts of superresolution for improving the detection efficiency in cases of highly interacting particles and facilitating downstream processing of tracks [103]. Other studies define an initialization clutter envelope curve that establishes a link assessing the minimal quality of the initialization needed when a given density of object is considered. Also, several offline methods propose splitting the multiple particle tracking problem into several subtasks, with a first step where states are associated and then a second step where micro tracks are formed that are associated in a third step to eventually form tracks. A method that also takes into account the photobleaching of fluorescent particles is given in [89]. Finally, recent methods have been proposed to handle difficult cases such as when objects temporarily split, fuse, or do both simultaneously with their neighbours and developed the concept of virtual measurements [104].
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### Appendix 10A Pseudocodes for the Algorithms

#### Algorithm 10.1 Kalman Filter

Require: \( F_t, H_t, Q_t, R_t, z_t, x_{t-1|t-1} \) and \( P_{t-1|t-1} \)

Ensure: \( x_{t|t} \) et \( P_{t|t} \)

{Prediction:}
\[
\begin{align*}
x_{t|t-1} & = F_t x_{t-1|t-1} \\
P_{t|t-1} & = F_t P_{t-1|t-1} F_t^T + Q_t
\end{align*}
\]

{Update:}
\[
\begin{align*}
z_t & = \text{measurement}() \\
S_t & = H_t P_{t-1|t-1} H_t^T + R_t \\
K_t & = P_{t|t-1} H_t^T S_t^{-1} \\
x_{t|t} & = x_{t|t-1} + K_t (z_t - H_t x_{t|t-1}) \\
P_{t|t} & = P_{t|t-1} - K_t H_t P_{t|t-1}
\end{align*}
\]

#### Algorithm 10.2 Grid-Based Filter

Require: \( \{x_{i-1}, w_{i-1|t-1}\}, i = 1, \ldots, N \), \( p(z_t|x_t) \), \( p(x_t|x_{t-1}) \) and \( z_t \)

Ensure: \( \{x_i, w_{i|t}\}, i = 1, \ldots, N \)

{Prediction:}
\[
\begin{align*}
&\text{for } i = 1 \rightarrow N \\
&\quad \text{for } j = 1 \rightarrow N \\
&\quad \quad w_{t|t-1}^j \leftarrow w_{t-1|t-1}^j p(x_t^j|x_{t-1}^j)
\end{align*}
\]

{Update:}
\[
\begin{align*}
z_t & = \text{measurement}() \\
&\text{for } i = 1 \rightarrow N \\
&\quad w_{i|t} \leftarrow w_{i|t-1} p(z_t|x_t^i)
\end{align*}
\]
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Algorithm 10.3  Extended Kalman Filter

Require: $f_t$ differentiable, $h_t$ differentiable, $Q_t$, $R_t$, $z_t$, $x_{t-1|t-1}$ and $P_{t-1|t-1}$

Ensure: $x_{t|t}$ et $P_{t|t}$

\[
\{ \text{Prediction:} \}
\]

$\hat{F}_t = \frac{d f_t(x)}{dx}\bigg|_{x=x_{t-1|t-1}}$

$\hat{H}_t = \frac{d h_t(x)}{dx}\bigg|_{x=x_{t|t-1}}$

$x_{t|t-1} = f_t(x_{t-1|t-1})$

$P_{t|t-1} = \hat{F}_t P_{t-1|t-1} \hat{F}_t^T + Q_t$

\[
\{ \text{Update:} \}
\]

$z_t = \text{measurement}()$

$S_t = \hat{H}_t P_{t|t-1} \hat{H}_t^T + R_t$

$K_t = P_{t|t-1} \hat{H}_t^T S_t^{-1}$

$x_{t|t} = x_{t|t-1} + K_t(z_t - h_t(x_{t|t-1}))$

$P_{t|t} = P_{t|t-1} - K_t \hat{H}_t P_{t|t-1}$

Algorithm 10.4  Interacting Multiple Model Filter

Require: $r$ Kalman filters ($F^j_t$, $H^j_t$, $Q^j_t$, $R^j_t$, $x^j_{t-1|t-1}$, $P^j_{t-1|t-1}$, $P^j_t$, $\mu^j_{t-1|t-1}$ and $z_t$)

Ensure: $x_{t|t}$ et $P_{t|t}$

\[
\{ 1 - \text{Interaction :} \}
\]

for $j=1\rightarrow r$ do

for $i=1\rightarrow r$ do

$\mu^i_{t|t-1} += p_{ij} \mu^j_{t-1|t-1}$

end for

end for

for $j=1\rightarrow r$ do

for $i=1\rightarrow r$ do

$\mu^i_{t-1|t-1} = \frac{p_{ij} \mu^j_{t-1|t-1}}{\mu^j_{t-1|t-1}}$

end for

end for

for $j=1\rightarrow r$ do

for $i=1\rightarrow r$ do

$x^i_{t-1|t-1} += \mu^i_{t-1|t-1} x^j_{t-1|t-1}$

$P^i_{t-1|t-1} += \mu^i_{t-1|t-1} \left\{ P^j_{t-1|t-1} + \left[ x^j_{t-1|t-1} - x^0_{t-1|t-1} \right] \left[ x^j_{t-1|t-1} - x^0_{t-1|t-1} \right]^T \right\}$

end for

end for
{2 - Update of each filter (distributable computing):}
for j=1→r do
    x_{jt-1}^j, P_{jt-1}^j ← Kalman prediction for model j
end for

{3 - Update of each filter (distributable computing):}
z_t = measurement()
for j=1→r do
    S_t^j, K_t^j, x_t^j, P_t^j ← Kalman update for model j
end for

{4 - Update of switching probabilities:}
for j=1→r do
    \Lambda_t^j = \frac{1}{\sqrt{\det[2\pi S_t^j]}} \exp \left\{ -\frac{1}{2} [z_t^j]^T [S_t^j]^{-1} z_t^j \right\}
    \mu_t^j = \frac{\mu_{t-1}^j \Lambda_t^j}{\sum_{i=1}^{r} \mu_{t-1}^i N_t^i}
end for

{5 - Estimation:}
for j=1→r do
    x_{t|t}^{j} = \mu_t^j x_t^j
    P_{t|t}^{j} = \mu_t^j \left\{ P_{t|t}^{j} + [x_{t|t}^{j} - x_t^j] [x_{t|t}^{j} - x_t^j]^T \right\}
end for

Algorithm 10.5 Particle Filter SIS

Require: \{x_{t-1|t-1}^i, w_{t-1}^i\}_{i=1}^N, p(z_t|x_t), p(x_t|x_{t-1}), x_t \sim q(x_t|x_{t-1}, z_t) and z_t
Ensure: \{x_t^i, w_t^i\}_{i=1}^N

{1 - Initialization:}
z_0 = measurement()
for i=1→N do
    x_0^i \sim q(x_0|z_0)
    w_0^i = \frac{1}{N}
end for

{2 - Sample particles, compute the non normalized weights and the total weight (distributable computing)}
z_t = measurement()
for i=1→N do
    x_t^i \sim q(x_t|x_{t-1}^i, z_t)
    w_t^i = w_{t-1}^i \frac{p(x_t^i|x_t^i)p(x_t^i|x_{t-1}^i)}{q(x_t|z_t)}
    w_t += w_t^i
end for
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Algorithm 10.6  Resampling

Require: \( \{x_i, w_i\}_{i=1}^N \)
Ensure: \( \{x'_i, w'_i\}_{i=1}^N \)

\{Particles to resample are randomly selected with a probability associated with their weight.\}
for \( i=1 \rightarrow N \) do
\{Sample \( u \) from a uniform law on \([0,1]\): \}
\( u \sim U(0,1) \)
\{Find the smallest \( j \) such that the cumulated weight is inferior to \( u \): \}
\( w = 0 \)
\( j = 1 \)
while \( w < u \) do
\( w += w'_j \)
\( j += 1 \)
end while
\{Create a new particle: \}
\( x'_i = x'_j \)
\( w'_i = \frac{1}{N} \)
end for

Algorithm 10.7  Particle Filter with Resampling

Require: \( \{x_{i-1}, w_{i-1}\}_{i=1}^N, p(z_i|x_i), p(x_i|x_{i-1}), x'_i \sim q(x_i|x_{i-1}, z_i) \) and \( z_i \)
Ensure: \( \{x'_i, w'_i\}_{i=1}^N \)

\{1 - Initialization: \}
\( z_0 = \text{measurement()} \)
for \( i=1 \rightarrow N \) do
\( x'_0 \sim q(x_0|z_0) \)
\( w'_i = \frac{1}{N} \)
end for
\{2 - Sample particles, compute the nonnormalized weights and the total weight (distributable computing): \}
\( z_t = \text{measurement()} \)
for $i=1\rightarrow N$ do
\[ x_i^t \sim q(x_i^t|x_{i-1}^t, x_t) \]
\[ w_i^t = w_i^{t-1} \frac{p(x_t|x_i^t)p(x_i^t|x_{i-1}^t)}{q(x_i^t|x_{i-1}^t, x_t)} \]
\[ w_t = w_t^i \]
end for

\{3 - Compute the normalized weights:\}
for $i=1\rightarrow N$ do
\[ w_i^t = \frac{w_i^t}{w_t} \]
end for

\{4 - Resample if necessary:\}
for $i=1\rightarrow N$ do
\[ w_2^t = (w_i^t)^2 \]
end for
\[ n_{\text{eff}} = \frac{1}{w_2^t} \]
if $n_{\text{eff}} < N$ then
\[ \{x_i^t, w_i^t\}_{i=1}^N = \text{Resample}(\{x_i^t, w_i^t\}_{i=1}^N) \]
end if

\{Go to 2\}

---

**Algorithm 10.8** Suboptimal Nearest Neighbor Association

Require: $Z_t = \{z_1^t, \ldots, z_M^t\}$ and $Z_{t-1} = \{z_1^{t-1}, \ldots, z_N^{t-1}\}$

Ensure: $\theta$ sub optimal

\{Compute the likelihoods:\}
for $i=1\rightarrow N$ do
  for $j=1\rightarrow M$ do
    Compute $c_{ij}$ with (10.110)
  end for
end for

\{Initialization:\}
$\mathcal{I} = \{1, \ldots, N\}$
$\mathcal{J} = \{1, \ldots, M\}$

\{Associations:\}
while $\mathcal{I} \neq \emptyset$ AND $\mathcal{J} \neq \emptyset$ do $\theta \neq \emptyset$ do
\[ \theta_{ij} = \{(i, j), \min_{i, j} c_{ij}\} \]
\[ \mathcal{I} = \mathcal{I} \setminus \{i\} \]
\[ \mathcal{J} = \mathcal{J} \setminus \{j\} \]
end while
Algorithm 10.9  MHT Association
Require: $Z_{1:T}$
Ensure: $\Theta_{1:T}$, suboptimal

{1 - Initialization to $t=0$: generate first hypotheses—that is, all probabilities such that:
- a measurement is a clutter
- a measurement is an object}

{2 - Set the probability of an hypothesis to $\lambda_{t}^{\phi}$ with $\phi$ the number of clutter in this hypothesis}

{3 - Normalize those probabilities}
for $t=1\rightarrow T$ do

{4 - Add a level to the hypothesis tree, that is, generate all hypothesis of feasible joint association event $\theta_{l}$ such that:
- a measurement is associated to a track if it is validated by this track
- a track is associated with at most one measurement
- a measurement that is not associated with an existing track is either a clutter or a new object}

{5 - Compute the probability of each hypothesis of cumulated feasible joint association event $\Theta_{l}$, with (10.115)}

{6 - Normalize those probabilities}

{7 - Pruning 1 (N-scan-back):
- climb back to $d$ levels in the hypothesis tree
- compute the sum of probabilities of all subtrees for each node at this level
- keep only the subtree which has the highest probability}

{8 - Pruning 2: keep only the $k$ hypotheses of highest probabilities}
end for

{9 - Association: climb back the tree from the hypothesis $\Theta_{1:T}$ of highest probability to reconstruct the association sequence}

Algorithm 10.10  Probabilistic Data Association
Require: $\forall t, F_{t}, H_{t}, Q_{t}, R_{t}, Z_{t}$, $x_{0|0}$ and $P_{0|0}$
Ensure: $\forall t > 1, x_{t|t}$ et $P_{t|t}$

for $t=1\rightarrow T$ do

{1 - Prediction:}
$x_{t|t-1} = F_{t}x_{t-1|t-1}$
$P_{t|t-1} = F_{t}P_{t-1|t-1}F_{t}^{T} + Q_{t}$

{2 - Update:}
$Z_{t} = \text{measurements}()$
$S_{t} = H_{t}P_{t|t-1}H_{t}^{T} + R_{t}$
$K_{t} = P_{t|t-1}H_{t}^{T}S_{t}^{-1}$
Initialize $\beta_{0}$ with (10.123)
Compute all the $\beta_{i}$ with (10.122)
$x_{t|t} = x_{t|t-1} + K_{t}\sum_{i=1}^{m} \beta_{i}[z_{t} - H_{t}x_{t|t-1}]$
$P_{t|t} = \beta_{0}P_{t|t-1} + [1 - \beta_{0}]P_{t}^{f} + \tilde{P}_{t}$
end for
Algorithm 10.11 J oint Probabilistic Data Association

Require: $\forall t, \forall i$, $F_i^t$, $H_i^t$, $Q_i^t$, $R_i^t$, $x_{i0|0}$ and $P_{i0|0}$

Ensure: $\forall t > 1, \forall i$, $x_{i|t}$ et $P_{i|t}$

for $t=1\rightarrow T$
for $i=0\rightarrow N$
do

{ 1 - Prediction:}
$x_{i|t-1} = F_i x_{i|t-1|t-1}$
$P_{i|t-1} = F_i P_{i|t-1|t-1} F_i^T + Q_i^t$
end for
$Z_t = \text{measurements}()$

{ 2 - Find all feasible joint association events:
- a measurement can be generated by an object
- a measurement can be a clutter
- an object can generate at most one measurement}

{ 3 - Compute the joint probabilities $P\{\theta|Z_{1:t}\}$ with (10.132), the marginal probabilities $\beta_{ij}$ of each association with (10.135), and $\beta_{i0}$ with (10.123).}

{ 4 - Update:}
for $i=0\rightarrow N$
do
$S_i^t = H_i P_{i|t-1} H_i^T + R_i^t$
$K_i^t = P_{i|t-1} H_i^T [S_i^t]^{-1}$
$x_{i|t} = x_{i|t-1} + K_i \sum_{j=1}^{m} \beta_{ij} [z_j^t - H_i x_{i|t-1}^j]$
$P_{i|t} = \beta_{i0} P_{i|t-1} + [1 - \beta_{i0}] P_{i|t} + \tilde{P}_{i|t}$
end for
end for
11.1 Introduction

In recent years the technology of RNA interference (RNAi) has become the method of choice for identifying the biological function of genes in the field of functional genomics. With this screening method all known genes of an organism are systematically silenced, one after the other, and the resulting morphological changes are analyzed. However, such large-scale knockdown screens provide enormous amounts of data, which require tools for automated image analysis.

Our work is carried out within the European Union project MitoCheck, which aims to explore the coordination of mitotic processes in human cells at a molecular level and to contribute to revealing the mechanisms of cancer development. To identify the genes that are involved in cell division (mitosis), genome-wide high-throughput RNAi primary screens are performed. In addition, RNAi secondary screens are performed, and they have a higher spatial and temporal resolution and involve several hundred genes. Fluorescence microscopy time-lapse images of the treated cell cultures are acquired to study the effect of the silenced genes on mitosis. This contribution is concerned with the automated evaluation of an assay to analyze the duration of the different phases in mitotic progression. The goal is to identify significant elongations of mitotic phases caused by gene knockdown. To automatically detect whether mitotic phases of treated cells are longer than normal cells, cells have to be observed throughout their life cycle, and for each time point the respective phase has to be determined.

Previous work on automated analysis of cell images has been done in different application fields. Based on fluorescence microscopy imaging, complete cells as well as single subcellular structures have been studied. The automated recognition of subcellular structures is a major task in location proteomics, and work has been done in this field given 2-D (e.g., [1,2]) and 3-D (e.g., [3]) single-cell images. Classification of complete cells has been performed, for example, to investigate the influence of drugs on cellular proteins [4]. In [5] tracking of cells in 2-D microscopy images has been used to improve segmentation and cell quantification. Automated analysis of cell images plays an increasingly important role, particularly for the evaluation of high-throughput cell phenotype screens. Approaches for single-frame multicell 2-D images have been described in [6-8]. Recently, work
has been done on automatically processing multicell 2-D time-lapse images. In [9] level set methods and a Kalman filter have been used to track complete cells in 2-D phase-contrast microscopy images. In [10] and in chapter 12, a level set segmentation scheme has been applied to track mitotic nuclei in 2-D fluorescence microscopy images, where the cells have been marked with a dynamic cell cycle marker. The latter two approaches enable a classification of the cells into no more than four different cell cycle phases.

We have developed an approach to analyze multicell image sequences from large-scale RNAi secondary screens. In comparison to previous work, we analyze 3-D cell array time-lapse images that include multiple cell nuclei in different mitotic phases. Each image of an image sequence contains three slices that have been acquired with a confocal fluorescence microscope. Our computational scheme for analyzing the duration of mitotic phases consists of four main steps: segmentation of multicell images, tracking of cells, image feature extraction, and classification into seven mitotic phases. For fast and accurate segmentation, we use a region adaptive thresholding technique. Our tracking scheme is able to cope with the splitting of cells during mitosis, which is important in our application. With this scheme tree-structured tracks, which represent cell pedigrees, are computed. Based on the tracking result we automatically select the most informative slice out of the 3-D image, which is then used for feature extraction. Compared to previous work, we incorporate temporal changes of the cell morphology between ancestrally related cells by directly including dynamic image features. A support vector machine classifier is used to classify the cells into the following seven mitotic phases: Interphase, Prophase, Prometaphase, Metaphase, Anaphase1, Anaphase2, and Telophase. Based on the classification result in subsequent images, the duration of the different phases can be determined.

Our approach has been successfully applied to four image sequences from large-scale RNAi screens. We have compared the performance with ground truth provided by manual evaluation, and it turned out that we obtain an average accuracy of around 89% and an overall accuracy of 94.6% for the classification.

### 11.2 Methods

#### 11.2.1 Image Analysis Workflow

For a detailed analysis of the different phases of dividing cells, high-resolution confocal fluorescence microscopy images of the cell nuclei have been acquired. Compared to previous work we here use 3-D images consisting of three confocal planes (slices). The reason to use several confocal planes is that cells change their morphology during mitosis (i.e., in the interphase they are flat, but with the beginning of cell division they arch upward and take the shape of a hemisphere). Therefore, if we would use the same focal plane throughout the cell cycle, the chromatin structure could not be observed in all phases. Since we are using multicell images that contain cells in different mitotic phases, it is impossible to define one focal plane per time step that represents all cells well. Therefore, three slices from three different focal planes that cover the range of possible cell shape changes
are acquired. Because of technical reasons in the image acquisition process, the number of slices is restricted to three. This relatively small number of slices does not allow a complete 3-D analysis. Thus, we apply the workflow shown in Figure 11.1 for automated analysis. In the first step, we apply a maximum intensity projection (MIP) for each time step, resulting in 2-D multicell images. In the second step, we perform segmentation and tracking based on these MIP images to determine the correspondences of cell nuclei in subsequent frames. Based on the segmentation and tracking result, we now go back to the original 3-D images and define 3-D regions of interest (ROIs) for each cell. For each 3-D ROI we choose the slice that contains the most information for feature selection. The reason for using the single slice images instead of the projected images is that these images contain more detailed information about the inner intensity structure (e.g., the texture) of a nucleus than the MIP images. Finally, static and dynamic image features are extracted, and classification is performed resulting in a sequence of cell cycle phases for each cell trajectory.

11.2.2 Segmentation of Multicell Images

Since we have to cope with a large number of multicell images, fast and reliable segmentation of single objects is crucial. Various advanced segmentation algorithms have been described in the literature, but as computation time plays an important role in our application, the speed of the algorithm is a decisive criterion. We have investigated different thresholding techniques that we have previously used...
for analyzing static 2-D multicell images [8]. It turned out that computing one threshold for the whole image (global thresholding) does not produce satisfying results, especially for low-contrast cells (see Figure 11.2(b)). Instead, computing local thresholds for subregions of the image (local adaptive thresholding) results in an accurate segmentation of the cell nuclei (see Figure 11.2(c)). Consequently, we apply the following technique for region adaptive thresholding.

The algorithm uses a quadratic sliding window to calculate local thresholds for different image regions. A local threshold is only calculated if the variance within the window reaches a user-defined threshold, else a global threshold is used [11]. This ensures that the local threshold is calculated only for regions that contain some information, which significantly reduces the computation time. The computed local
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Threshold can be applied to the image in three different ways: (1) only to the central pixel of the sliding window, (2) to a quadratic subregion at the center of the window, or (3) to the whole region enclosed by the window. Version (1) produces results of the highest accuracy but on the other hand requires the highest computation time since the threshold computation has to be performed for each single pixel. Version (3) is quickest but is prone to produce segmentation errors at the transitions of adjacent windows that have highly differing thresholds. A good tradeoff between computation time and segmentation accuracy can be achieved with version (2). Since adjacent windows partly overlap, changes of the computed thresholds are less abrupt, which significantly reduces segmentation errors. Still, the computation time is much lower than for version (1) since not single pixels but whole regions are thresholded at once. Hence, we used version (2) to segment the projected images. For our data, a window width of about the radius of an average cell nucleus and a subregion width of 4 pixels produced best results.

To calculate the global and the local intensity thresholds, we applied two histogram-based threshold selection schemes: Otsu thresholding [12] and minimum error thresholding [13]. We found that the combination of [12] to determine the global threshold and [13] to determine the local thresholds yielded the best results (see Figure 11.2(c)). After threshold-based segmentation, a hole-filling and a labeling algorithm are applied.

11.2.3 Tracking of Mitotic Cell Nuclei

To analyze the mitotic behavior of single cells in multicell images, a tracking scheme that determines the temporal connections and can handle splitting objects is required. We have developed the following two-step tracking scheme. First, initial, nonsplitting trajectories are established, and second, mitotic events are detected and the related trajectories are merged.

In the first step, the initial trajectories are determined using a feature point tracking algorithm based on [14]. As feature points we use the centers of gravity of segmented cell nuclei. For each frame of an image sequence, the algorithm considers the predecessor and the successor frame. In these frames, object correspondences are determined by searching for trajectories with maximum smoothness. For one feature point the smoothness of trajectories is determined with all potential predecessor and successor feature points within a certain Euclidean distance. To this end, the following cost function described in [14] is applied

\[
\delta(\vec{u}, \vec{v}) = w_1 \left( 1 - \frac{\vec{u} \cdot \vec{v}}{|\vec{u}| \cdot |\vec{v}|} \right) + w_2 \left( 1 - \frac{2 \cdot (|\vec{u}| \cdot |\vec{v}|)^{1/2}}{|\vec{u}| + |\vec{v}|} \right)
\]  

(11.1)

Here, \(\vec{u}\) and \(\vec{v}\) represent the displacement vectors from the predecessor frame to the current frame and from the current frame to the successor frame, and \(w_1, w_2\) are two positive weights. The first term represents the angle between adjacent displacement vectors. Large angles (i.e., sudden changes of the direction) are punished with higher costs, compared to trajectories with smaller angles and thus smoother changes of direction. The second term takes into account the change in the distance
of corresponding feature points by exploiting the ratio of the geometric mean and the arithmetic mean of the distances. Here, trajectories with strongly changing distances cause higher costs than those with relatively smoothly changing distances. The influence of the changes of the direction and the distance on the result can be controlled by using the weights $w_1$ and $w_2$ for the two terms.

In the second step, all trajectories that do not start in the first frame are taken into account as possible mitosis events. The decision whether a trajectory should be treated as mitosis event is made depending on the overlap-distance ratio of potential parent and child objects [15]. Large overlaps and short distances indicate a high likelihood for an ancestral relationship. If the computed overlap-distance ratio exceeds an experimentally determined threshold of 0.2, we assume a mitosis event, and the corresponding tracks are finally merged resulting in tree-structured trajectories. As an example, Figure 11.3 shows the trajectories of a splitting cell nucleus before and after mitosis detection.

### 11.2.4 Extraction of Static and Dynamic Features

As described in Section 11.2.1, we compute for each cell nucleus 3-D regions of interest in the original 3-D images. Within these ROIs we select the cell’s individual most informative slice in order to compute image features. Two selection criteria for determining the slice that contains the most information have been tested: the maximum total intensity and the maximum entropy. We found that the maximum-intensity criterion performs very well compared to manual selection, whereas the maximum-entropy criterion often fails and shows a high sensitivity to noise. Consequently, we here apply the maximum-intensity criterion. The reason for using the original image slices for feature extraction is because using the projected images would implicate a loss of information concerning the original intensity structure. In particular, fine textures, which are important for the classification of certain
phases (e.g., early Prophase when the chromatin starts to condense), are blurred in the projected images.

Within the most informative slice, we compute a set of static and dynamic features for each cell nucleus. The static features comprise granularity features, object- and edge-related features, tree-structured wavelet features [16], Haralick texture features [17], grayscale invariants [18], and Zernike moments [19]. The dynamic features represent the morphological changes of cells in adjacent frames. To this end, we compute the difference of three basic features (object size, mean intensity, and standard deviation of the intensity) for each cell to its predecessor and to its successor. We chose these three features because they exhibit characteristic changes during mitosis. As an example, Figure 11.4 shows a plot of the mean intensity, over time for a dividing cell. It can be seen that, for example, between Prophase and Prometaphase there is a steep rise of the mean intensity, and for Anaphase1 there is a characteristic spike. In total, we compute 332 features for each cell nucleus. For the training set, we standardize each feature with regard to a mean value of zero and a standard deviation of one. In the test set, the feature values are linearly transformed based on the transformation parameters from the training set.

11.2.5 Classification

We apply a support vector machine (SVM) classifier [20] with a Gaussian radial basis function (RBF) as kernel function to classify the nuclei into the seven classes Interphase, Prophase, Prometaphase, Metaphase, Anaphase1, Anaphase2, and Telophase (see Figure 11.5). SVMs are mathematically well-founded, and they have the advantage of overcoming the curse of dimensionality, which is a problem for many machine learning techniques in high-dimensional feature space: SVMs are not prone to over-fitting (i.e., they show a good generalization performance), and they do not exhibit intractable complexity for high-dimensional training data [21]. This allows us to work with the complete feature set, and we skip the feature selection step.

We use the software package LIBSVM [22] for SVM classification. Here, the multiclass classification problem is solved with a “one-against-one” approach. For $k$ classes this method constructs $k(k - 1)/2$ binary classifiers and trains each classifier for two classes. To optimize the penalty parameter $C$ and the kernel parameter $\gamma$ for the radial basis function, we perform a three-fold cross-validation with
varying values of $C$ and $\gamma$ on the training set (model selection) prior to the actual training of the classifier.

### 11.3 Experimental Results

#### 11.3.1 Image Data

Here, we use 3-D image sequences that have been acquired with a confocal fluorescence microscope in the framework of the EU project MitoCheck at the European Molecular Biology Laboratory. Chromosome morphology is visualized using a HeLa (Kyoto) cell line stably expressing the chromosomal marker histone 2B-EGFP. One image contains about 20 nuclei with an average diameter of approximately 100–150 pixels (in the Interphase). All images have a gray value depth of 8 bits and a spatial resolution of $1,024 \times 1,024$ pixels. Each image sequence comprises 124 to 128 time steps with a temporal resolution of 7 minutes and three image slices per time step.

#### 11.3.2 Classification Results

We have applied our approach given four 3-D multicell image sequences. Using maximum intensity projection for all stacks of all sequences resulted in 500 projected multicell images. These images have been segmented and tracked. The tracking scheme was able to detect 80.0% of all occurring mitosis events (determined by visual inspection). Since the subsequent processing steps rely on correctly detected mitosis events, we corrected the remaining ones manually. Static and dynamic features have been extracted within the most informative slices for all segmented and tracked nuclei. To provide ground truth, all nuclei have been classified manually into the seven phases of mitosis. We split the available samples for each class randomly into training data and test data at a ratio of 2:1. The number of available samples and example images for each class are given in Figure 11.5. The feature values were standardized, and a support vector machine classifier was trained as described earlier. For the different phases (classes), we obtain between 80.0% and 98.1% correct classifications and an average accuracy of 90.1%. To check the reliability of the result we repeated the classification step, applying a

![Figure 11.5](image)

**Figure 11.5** Mitotic classes. Example images of the different mitotic phases and number of available samples.
11.3 Experimental Results

Table 11.1 Confusion Matrix and Accuracies for the Experiment with Five-Fold Cross Validation, Including Dynamic Features; Overall Accuracy: 94.6%

<table>
<thead>
<tr>
<th>True Class</th>
<th>Inter</th>
<th>Pro</th>
<th>Prometa</th>
<th>Meta</th>
<th>Ana1</th>
<th>Ana2</th>
<th>Telo</th>
<th>Accur. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter</td>
<td>1114</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>97.5</td>
</tr>
<tr>
<td>Pro</td>
<td>5</td>
<td>72</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>91.1</td>
</tr>
<tr>
<td>Prometa</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>91.1</td>
</tr>
<tr>
<td>Meta</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>114</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>95.0</td>
</tr>
<tr>
<td>Ana1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>64.7</td>
</tr>
<tr>
<td>Ana2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>84</td>
<td>4</td>
<td>94.4</td>
</tr>
<tr>
<td>Telo</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>225</td>
<td>85.6</td>
</tr>
</tbody>
</table>

five-fold outer cross-validation on the whole data set. As shown in Table 11.1, we obtain classification accuracies of 64.7% to 97.5% for the different phases and an average accuracy of 88.5%. Thus, both average accuracies correspond well and we can draw the conclusion that we can rely on an average classification accuracy of around 89%. If we do not just average the accuracies for the different classes but take into account the number of samples per class, we obtain an overall accuracy of 94.6%.

To examine the effect of including dynamic features, we removed all dynamic features and repeated the classification experiments. In this case, we obtained an average accuracy of 79.1% and an overall accuracy of 92.9% for the experiment with five-fold cross-validation (see Table 11.2). It turns out that by including dynamic features we can improve the result significantly. The improvement becomes even more obvious when we compare the accuracies for the single phases of both experiments as listed in Tables 11.2 and 11.1: If dynamic features are included, the accuracies are significantly higher for all phases, except for Telophase. The largest improvement can be observed for Anaphase1 with an increase from 29.4% to 64.7% and for Prometaphase with an increase from 78.6% to 91.1%. Since the three phases Prometa-, Meta-, and Anaphase1 are characterized by large changes of the chromosomal structures, they have high within-class variabilities and also high between-class similarities. This is the reason for the misclassifications between these classes that can be observed in the confusion matrices in Tables 11.1

Table 11.2 Confusion Matrix and Accuracies for the Experiment with Five-Fold Cross Validation; Dynamic Features Have Not Been Included; Overall Accuracy: 92.9%

<table>
<thead>
<tr>
<th>True Class</th>
<th>Inter</th>
<th>Pro</th>
<th>Prometa</th>
<th>Meta</th>
<th>Ana1</th>
<th>Ana2</th>
<th>Telo</th>
<th>Accur. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter</td>
<td>1109</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>26</td>
<td>97.0</td>
</tr>
<tr>
<td>Pro</td>
<td>11</td>
<td>66</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>83.5</td>
</tr>
<tr>
<td>Prometa</td>
<td>0</td>
<td>0</td>
<td>44</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>78.6</td>
</tr>
<tr>
<td>Meta</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>110</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>91.7</td>
</tr>
<tr>
<td>Ana1</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>29.4</td>
</tr>
<tr>
<td>Ana2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>76</td>
<td>12</td>
<td>85.4</td>
</tr>
<tr>
<td>Telo</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>231</td>
<td>87.8</td>
</tr>
</tbody>
</table>
and 11.2. Especially for these three classes, the incorporation of dynamic features results in a major improvement.

11.4 Discussion and Conclusion

We have presented an approach for automated analysis of the duration of mitotic phases in 3-D confocal microscopy image sequences. Our approach segments and tracks splitting cells throughout the sequences and thus determines cell pedigrees. By using static and dynamic features, our scheme classifies the cells with high accuracy into seven mitotic phases. Based on the sequence of phases that have been computed in subsequent frames, the duration of each phase can be determined. The computed phase durations can be compared to control experiments to automatically identify experiments that show delays in mitotic phases.

Although our approach already produces promising results, we are still working on further improvements. In the tracking step, the achieved mitosis detection rate should be further improved. To this end, we plan to include more features in the mitosis-detection criterion. Furthermore, we are working on improving the classification accuracy, especially for the problematic classes Prometa-, Meta-, and Anaphase1, by investigating more appropriate image features. Another issue is to include feature selection methods. By reducing the number of features that have to be computed for each cell nucleus, the computation time of the overall approach could be reduced. Finally, we will apply our approach for the analysis of a much larger number of image sequences and evaluate its performance.
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Automated Spatio-Temporal Cell Cycle Phase Analysis Based on Covert GFP Sensors
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12.1 Introduction
The concept of “fail-safe” is standard practice in engineering design. Systems with multiple mechanical and electrical safeguards are designed every day in many technologies and industries. The fact that all of these engineers are alive and healthy to carry on making better and safer nuclear power plants, airplanes, cars, espresso machines, and all the other potentially lethal essentials of modern life, is in large part thanks to a biological “fail-safe”—a true essential of life: the cell cycle.

Cell cycle control and its links with cancer and biological responses to DNA damage represent one of the most dynamic areas of contemporary biomedical research [1]. To effectively study the progression, pausing, or stalling of cells through the cell cycle, methods of identifying where individual cells are in the cycle are required. Among other applications, this is necessary for studying the effect of inhibitor compounds that are designed to block the replication of cancerous cells. Mitotic cells are easily recognized under the microscope as the cells become rounded in preparation for cell division, but microscopy does not readily discriminate between cells in interphase (between mitoses) in G1, S, or G2.

The ability to automatically follow the movement of cells and capture events such as mitosis and apoptosis as addressed by many researchers have had important implications on biological research. We expand upon this by enabling the study of the cell cycle in greater detail by applying automatic image analysis algorithms to extract information on cell cycle progression through the four phases of each cell using a cell cycle phase marker (CCPM) that does not alter the cell cycle behavior of the cells. We thus extend the capability of other automatic cell segmentation and tracking approaches by enabling the ability to capture cell phase information. This opens new possibilities for biological research in diagnosis and treatment focused on the cell cycle.

In Section 12.2, we present a high-level overview of the main biological elements related to our work. In Section 12.3, we describe the state of the art along with a summary of our approach and contributions. An overview of the mathematical framework is given in Section 12.4, and we present our approach to the problem of segmenting and tracking cells in CCPM datasets in Section 12.5. Our experimental results and their validation are presented in Section 12.6. We present a prototype analysis tool for cell cycle research in Section 12.7. Finally, we present our conclusions and ideas for future research in Section 12.8.
12.2 Biological Background

What follows is a high-level overview of the biological topics related to our particular problem. Further details of these topics can be found in [2, 3]. We conclude this section with a description of the problem statement.

12.2.1 Cell Cycle Phases

The cell cycle is comprised of four phases, G1 (gap 1), S (synthesis), G2 (gap 2), and M (mitosis), each of which comprises an ordered series of processes and events designed to ensure error-free cell replication (Figure 12.1). In G1, the cell carries out DNA repair and other checks and preparations in readiness for S phase. In S, complex mechanisms achieve the impressive task of faithfully copying 3 billion bits of genetic information carried on 2 meters of tightly wound DNA constrained in a volume of one-thousandth of a trillionth of a cubic meter. In G2, all of the organelles, macromolecules, and other structural and functional components of the cell are replicated to double the mass of the cell in preparation for division. Finally, in M phase a series of biomechanical processes break down the nuclear envelope, separate the chromosomes, form the nuclear walls of daughter nuclei, and segregate all the organelles and other cytoplasmic components before pinching in the cytoplasmic membrane to complete the formation of two identical daughter cells.

Figure 12.1 Phases of the cell cycle indicated by a cell cycle phase marker. The phases are marked as G1, S, G2, and M. The left side shows a schematic of the cell cycle along with a representation of the relative brightness of the nucleus (inner oval) and cytoplasm (outer oval) in each phase. N represents the nuclear brightness, and C represents the cytoplasm brightness. The surrounding four images show real examples of each of these phases, where the bottom two show the two daughter cells resulting from mitosis. A cropped region of a typical cell cycle phase marker with color-coded phase classifications overlaid slightly to the right of the nucleus centers is shown on the right side of the figure.
12.2 Biological Background

12.2.2 Cell Cycle Checkpoints

At key points in the cell cycle, the cell decides whether to proceed to the next phase, to pause to allow more time to prepare, or to abort the cell cycle. These checkpoints exist at specific points in the cell cycle to prevent cells from progressing to the next phase in the event of DNA damage or other conditions that would make cell division dangerous for the cell [4]. Checkpoints are especially important as points in the cell cycle where the control system can monitor its internal state and environment and can be regulated by signals from other cells. Some of these signals promote progress through the cell cycle, whereas others inhibit it [2]. These checkpoints ensure the “fail-safe” operation of the cell cycle; put simply, the cell is designed to self-destruct unless all checkpoints are satisfied. In cancer, these checks and balances are removed or short-circuited, leading to uncontrolled cell proliferation.

Many of the main checkpoints in the cell cycle are in the G1 and G2 gap phases. The G1 checkpoint allows the cell to confirm that the environment is favorable for cell proliferation and that the cell’s DNA is intact before committing to S phase. The G2 checkpoint ensures that cells do not enter mitosis until any damaged DNA is repaired and DNA replication is fully completed [2].

Fully understanding the mechanisms of the cell cycle and particularly the operation of key checkpoints is fundamental to devising more effective cancer treatments. Detailed understanding of the operation and failure of cell cycle checkpoints brings with it the potential to design therapies to restore defective functions or to inhibit short circuits. Understanding the differences in the cell cycle between normal and cancer cells also brings the opportunity to exploit these differences in targeting therapy specifically to tumor cells, minimizing effects on normal cells.

Despite extensive investigation of the cell cycle over a period of more than 100 years, the gaps in our understanding of the molecular mechanisms involved in cell cycle checkpoints remain significant. Consequently, further detailed study of the G1, S, and G2 phases is necessary in pursuit of cell cycle mechanisms and checkpoints that can serve as targets in drug discovery for the treatment of cancer [1]. Many thousands of compounds targeting different classes of proteins could potentially form the basis of new cell cycle directed therapies, and efficient methods for determining their modes of action and effectiveness are required.

Several challenges exist for the study of checkpoints. In general, traditional biochemical studies of the cell cycle require populations of cultured cells that proceed synchronously through the cell cycle in order to measure an averaged response that would otherwise be indiscernible in an asynchronous culture. Synchronization methods rely on treatment with drugs that block specific steps in the cell cycle in order to arrest all the cells at a particular point in the cycle. Removing the block allows the arrested cells to proceed relatively synchronously through the cell cycle. This approach brings with it two drawbacks for testing the effects of new drugs. First, cells are already exposed to one drug before the test begins, raising the potential for interacting effects between drugs, complicating or obscuring the findings; second, synchronization is short lived and decays rapidly as cells pass through the cell cycle [3], limiting the ability to perform long-term contiguous studies of cells exposed to test drugs.
More importantly, while the cell cycle is typically represented as an internal clock within cells, in any population, each cell’s clock runs at a slightly different speed, depending, among other things, on the sequential operation of the checkpoints discussed earlier. Consequently, the duration of the cell cycle varies considerably within any population of cells, with some cells progressing smoothly like a Swiss chronograph while other cells pause and stutter like a cheap quartz watch with a failing battery. Encompassing this diversity in studying the cell cycle as a target for cancer therapy is essential. Drugs designed to target a specific process or checkpoint will only be acting on a subpopulation of cells that are in the relevant position in the cell cycle, and thus different doses or duration of treatment will have widely different effects on cell survival. Studying individual cells in a statistically meaningful population over several generations by live cell imaging, with the ability to determine individual cell responses in terms of cell cycle phase duration and progression, is an effective means of monitoring the effects of a new therapeutic.

12.2.3 Cell Staining

Image analysis of fluorescent cellular images typically requires staining with a dye to identify cell nuclei. This requirement presents a problem for long-term cellular imaging, since all fluorescent DNA binding dyes inhibit DNA replication to a greater or lesser extent with inevitable toxicity, the biological equivalent of trying to copy data on magnetic tape coated in glue.

An alternative method to mark nuclei and keep cells alive through more than one cell cycle is to genetically engineer the cell to express a fluorescent protein such as green fluorescent protein (GFP) coupled with a nuclear localization sequence or as a fusion to a histone so the protein is resident in the nuclei of all cells [5]. However, this approach requires additional genetic manipulation of the cells and brings with it the associated risk of unknowingly modifying the process being studied, since there is no means of comparing cell cycle progression in the presence and absence of the nuclear marker to determine the effect, if any, of the marker. Also, although the nuclei are marked, nuclear fluorescence is not related to DNA content, and hence the G1, S, and G2 phases of interphase cannot be distinguished, and the various subphases of mitosis can only be distinguished by morphological analysis. For the study of phase-specific cell cycle inhibitors such as Roscovitine and Nocodazole [6], which block the cell in G1 and G2, respectively, it is necessary to be able to identify and discriminate these phases.

The most common technique used for studying all four phases of the cell cycle, flow cytometry, measures the amount of DNA in each cell of a population. A population of cells is treated with a fluorescent DNA binding dye and passed one cell at a time through a laser and detector that measures the amount of dye bound in each cell and hence the amount of DNA present. The DNA content of a cell reveals its position in the cell cycle; the DNA content of G2 cells is exactly twice that of G1 cells, and cells in S phase have an intermediate DNA content that increases with the extent of replication [3]. This method, however, only reveals overall statistics for the entire population of the number of cells in each of the phases and thus the approximate duration of each phase of the cell
cycle. Furthermore, flow cytometry is a destructive process; once cells are analyzed, they are no longer part of the population and can no longer be studied. Thus, to study the phases of individual cells over time, a method is required whereby the cells can be measured without removing them from the population.

Following cell cycle progression in living cells can be achieved by the use of dynamic cell cycle sensors based on expression of fluorescent proteins linked to key cell cycle control elements. In this work, a nontoxic dynamic cell cycle phase marker (CCPM) [6, 7] is used that follows the cell cycle progression in living cells based on expression of a fluorescent protein linked to key cell cycle control elements. A CCPM enables imaging live cell assays for time periods lasting as long as several days. In this study we have used a cell line that stably expresses a fusion protein comprising GFP fused to the C-terminal PSLD domain of DNA Helicase B, which reports cell cycle position in living cells via movement between nucleus and cytoplasm during cell cycle progression. Sensor distribution through the cell cycle for a CCPM dataset is illustrated in Figure 12.1, where a cell is shown in each of the phases. This cell cycle sensor is unique in that it enables the identification of the four main phases of the cell cycle for live cells. It thus enables the study of the effect in live cells of inhibitor compounds that block the replication of cancer cells by stopping them in one of the phases of the cell cycle. The analysis of this type of data can contribute significantly to the study of cell cycle inhibitors and the diagnosis and treatment of cancer.

12.2.4 Problem Statement

Each CCPM cell culture assay well comprises several hundred cells, and they need to be monitored several times per hour over several days. In addition, for each compound studied, several wells need to be prepared to give statistically significant results encompassing different concentrations of the test compound in replicates. When the number of compounds is large, it becomes evident that manually outlining every cell in each well for all time frames for many compounds is intractable. Therefore, it is necessary to employ automatic analysis algorithms.

Several factors make this problem particularly challenging. The cell cycle phase marker changes the fluorescent signature of each individual cell as a function of the cell phase, as illustrated in Figure 12.1. A large number of cells can be packed very densely, which makes visual tracking of even a single cell difficult. Also, the image intensity of the whole cell changes throughout the phases. To complicate matters, the cell is able to move more freely and quickly during mitosis because the cell rounds up and partially or completely detaches from the substrate, so the speed of the cell also varies based on the phase.

The specification of the problem is that of a high-throughput, high-content analysis where large numbers of compounds need to be screened and each cell should be studied individually to address the problem of a lack of cell synchronization. Analysis methods should be capable of automatically segmenting the various phases of the nuclei and generating simple and meaningful representations of the results. Meaningful representations of the data need to be extracted to facilitate the effective screening of different cell cycle inhibitors.
12.3 State of the Art

Great progress has been made to characterize cell motility, migration, shape, the dynamics of cell populations, and other such measures. Several research groups such as [8–11] have built cell tracking systems that enable the study of various biological processes such as cell growth, fertilization, embryonic development, tissue repair and wound healing, differentiation, and immune response.

Many of these approaches make use of a technology commonly known as visual tracking. It should be noted that especially within the past decade, a number of algorithms were developed in the computer vision community that allow the tracking of fast-moving objects under complex dynamics as well as the simultaneous tracking of multiple objects. Standard tracking approaches generally handle effects such as changes in lighting or scale and assume that the appearance of the objects remains constant. Visual tracking approaches that utilize stochastic filters for estimating the position and shape of every object require stochastic models of the biological system for each individual object. Bayesian inference is then applied to estimate the motion and shape of each cell.

In the case of CCPM images, both the appearance and the trajectory of the objects change with time. Therefore, it is difficult to approach the problem using standard tracking techniques. In addition to estimating the motion trajectory and shape deformation of each cell, determining the state of each cell with respect to its cell cycle is a key challenge.

Many researchers have used level sets for segmenting images of cells. In [12], Solorzano et al. use competing 2-D level sets to segment multiple cells. In [13], Mukherjee, Ray, and Acton use 2-D level sets to track leukocyte cells in transillumination images over time, and in [14], for validating these tracks, Ray and Acton use 2-D level sets in 2-D spatio-temporal images, which are defined in [15]. In [16], Feghali directly uses 3-D level sets for segmenting the tracks in 2-D slices taken over time as a spatio-temporal volume (although not for the application of cell segmentation). Three-dimensional level sets are also used by Sarti et al. in [17], in this case applied to 3-D volumes of nuclei in confocal microscopy images.

Existing cell tracking methods can roughly be divided into two main classes [18, 19]. The first is composed of independent frame cell detection, followed by linking based on minimizing the distances between detected cells according to some criteria. The second is based on first detecting the cells in one frame and then evolving them in time to keep track of cell movements and deformations. In [11], Li et al. use a multtarget tracking system using level sets and a stochastic motion filter to segment hundreds of cells in phase contrast images. In [20], Al-Kofahi et al. generate lineage trees for cells segmented and tracked in phase contrast images. In [18], Debeir et al. use the mean shift algorithm for tracking cells in phase-contrast images. They are not interested in segmenting the cells, only tracking them over time. In [21], Dzyubachyk et al. present a fusion of the standard variational method described in [22], with the Chan and Vese model [23] for segmenting and tracking cells in microscopy images using level sets. In [24], Bunyak et al. use level set segmentation to segment cells and multihypothesis tracking to track cells for tissue repair applications using phase contrast imaging. In [25], Yang et al.
track cells by using 2-D level set segmentation along with mitosis detection and marker-controlled watershed cell separation. In [9], Dufour et al. present a method for segmenting and tracking cells using one level set for each cell to enable quantitative analyses of cellular shape and motion from dynamic 3-D microscopy images.

Segmenting images of live cells into the four phases has not previously been attempted, but researchers have developed analysis algorithms for studying the phases of mitosis that are characterized by different morphological properties. In [26], Harder et al. classify cells with fluorescently marked nuclei into interphase and several phases of mitosis using feature extraction and feature classification. In [8], Chen et al. segment and track large numbers of cells marked with a nuclear stain and classify them into several stages of mitosis.

The related literature demonstrates that a wide range of effective approaches have been applied to the problem of cell segmentation and tracking. We expand upon the state of the art by approaching the individual study of the four phases of the cell cycle. As opposed to many other tracking tasks, all temporal information is available at the time of analysis. We can use this fact to formulate the problem as a spatio-temporal volume segmentation task where the sequence of 2-D images are stacked to form a 3-D volume, as illustrated in Figure 12.2. One particular advantage of formulating the problem as a spatio-temporal segmentation task is that it enables the possibility for segmenting the different phases independently. This approach is also motivated by the nonuniformity of the cell cycle and the fact that in certain phases of the cell cycle cells are easier to track than in others.

Dividing the segmentation task into different steps is a key aspect of our approach. The speed at which the appearance of each cell changes depends on its phase in the cell cycle, and, as a result, the difficulty of the segmentation task varies drastically. During the G2 and S phases, nuclei carve our dark “tunnels” of the 3-D volume. The nuclei are dark, while the surrounding cytoplasm is

![Figure 12.2](image-url) Representation of the 2-D images taken over time as a 3-D volume. The 97 images of size 1,280 × 1,280 were taken 30 minutes apart. The G2 and S phase nuclei can be seen as dark tunnels that carve through the volume.
relatively bright. The M phase cells are almost uniformly bright and relatively easy to segment. In contrast, the G1 phase is difficult to segment because the fluorescence is evenly distributed between the nucleus and the cytoplasm, and no clear boundaries are present.

We first apply 3-D segmentation techniques to extract all cells in the G2 and S phases, separately segment the M phase cells, and then use a track linking approach to track the cells through the G1 phase. Our main contribution is the design of a model-based speed function coupled with a fast marching path planning approach that enables the tracking of cells across the difficult-to-segment G1 phase. To constrain the evolution of a level set for segmenting the S and G2 phase cells, we developed a shape and size constraint that exploits the location of the seeds and models the cell characteristics. We also designed a seed placement algorithm based on a model of S and G2 nuclei. These seeds are used as inputs to the level set segmentation algorithm for segmenting the nuclei.

### 12.4 Mathematical Framework: Level Sets

Active contours have been used extensively for image segmentation. The basic idea in active contour models is to evolve a curve, subject to constraints from a given image, in order to detect objects in the image. Since original work by Kass [27], extensive research has been done on “snakes” or active contour models for boundary detection. The classical approach is based on deforming an initial contour \( C_0 \) toward the boundary of the object to be detected. The deformation is obtained by minimizing a functional designed so that its (local) minimum is obtained at the boundary of the object. The classical snakes approach associates the curve \( C \) with an energy given by

\[
E(C) = \alpha \int_0^1 |C'(q)|^2 dq + \beta \int_0^1 |C''(q)|^2 dq - \lambda \int_0^1 |\nabla I(C(q))| dq
\]

(12.1)

where \( \alpha, \beta, \) and \( \lambda \) are real positive constants. The first two terms control the smoothness of the contours to be detected, and the third term is responsible for attracting the contour toward the object in the image (external energy). This approach is nonintrinsic, since the energy depends on the parameterization of the curve and is not directly related to the object geometry. The model is also not capable of easily handling changes in topology.

To avoid the limitations inherent in the snakes model, level sets can be used, which give an implicit representation of the curve. The main advantages of using level sets are that arbitrarily complex shapes can be modeled and topological changes such as merging and splitting are handled implicitly. The theory and many examples of applications of level sets are given in [28–30]. Instead of manipulating the contour in an image directly, the contour is embedded as the zero level set of a higher dimensional function called the level set function \( \phi(x, t) \). The surface intersects the image at the location of the curve. As the curve is at height 0, it is called the zero level set of the surface. The higher-dimensional level set function is then evolved under the control of a differential equation instead of the original curve. The zero level set remains identified with the curve during evolution of the
surface; at any time, the evolving contour can be obtained by extracting the zero level set \( \phi(x, t) = 0 \) from the output.

Level set methods can roughly be divided into two classes: those that rely on edges to stop the evolution of the level set (i.e., with edges), and those that rely on breaking the image into regions based on intensity and other region characteristics (i.e., without edges). The level set paradigm has been applied to image segmentation using both of these methods.

### 12.4.1 Active Contours with Edges

In [31], Malladi et al. first used the level set equations for segmentation, and in [32], Caselles et al. added an edge attracting force to the formulation, resulting in the geodesic active contour equation for the update of the level set function. The Euler-Lagrange equation for the update of the level set related to the snakes model from (12.1) is given by

\[
\frac{\partial \phi}{\partial t} = -g |\nabla \phi| + \gamma g \kappa |\nabla \phi| - \eta \nabla g \cdot \nabla \phi \tag{12.2}
\]

The first term on the right acts as a propagation term, the second as a regularization term, and the third as an edge attracting term. The scalars \( \gamma \) and \( \eta \) give relative weights to the terms of the equation. \( \kappa \) is the mean curvature of the evolving contour

\[
\kappa = \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} = \frac{\phi_{xx}\phi_y^2 - 2\phi_x\phi_y\phi_{xy} + \phi_{xy}^2\phi_{yy}}{(\phi_x^2 + \phi_y^2)^{3/2}} \tag{12.3}
\]

where \( \phi_x, \phi_y \) are the first derivatives and \( \phi_{xx} \) and \( \phi_{yy} \) are the second derivatives.

The function \( g \) is a monotonically decreasing function from 1 to 0 of the image gradient. Two common selections of the function \( g \) are

\[
g(|\nabla I|) = \frac{1}{1 + |\nabla G_\sigma * I|^p} \tag{12.4}
\]

\[
g(|\nabla I|) = e^{-|\nabla G_\sigma * I|} \tag{12.5}
\]

where \( G_\sigma \) is a Gaussian kernel convolved with the image \( I \) to smooth it, and \( p \) can be varied to change the influence of the edges. The function \( g \) results in a speed image that is close to 1 in areas of low gradient and close to 0 in areas of high gradient so that the level set slows down at the edges.

### 12.4.2 Active Contours Without Edges

In [23], Chan and Vese present a model that can detect contours both with and without gradient such as, for instance, objects with very smooth boundaries or even
with discontinuous boundaries. In addition, interior contours are automatically detected, and the initial curve can be anywhere in the image.

The form of the regularized functional to minimize is:

\[
F_\varepsilon(c_1, c_2, \phi) = \mu \int_\Omega \delta_\varepsilon(\phi(x,y)) |\nabla \phi(x,y)| \, dx \, dy \\
+ \nu \int_\Omega H_\varepsilon(\phi(x,y)) \, dx \, dy \\
+ \lambda_1 \int_\Omega (|u_0(x,y) - c_1|^2 H_\varepsilon(\phi(x,y))) \, dx \, dy \\
+ \lambda_2 \int_\Omega (|u_0(x,y) - c_2|^2 (1 - H_\varepsilon(\phi(x,y)))) \, dx \, dy
\]

(12.6)

The first term in (12.6) represents the length of the contour, the second the area, the third the consistency of the interior intensity, and the last the consistency of the exterior intensity. Here \(\mu, \nu, \lambda_1, \text{and} \lambda_2\) are variable weights for the terms.

\(H\) is the Heaviside function, and \(H_\varepsilon\) is the regularized Heaviside function

\[
H_\varepsilon(z) = \frac{1}{2} \left( 1 + \frac{2}{\pi} \arctan \left( \frac{z}{\varepsilon} \right) \right).
\]

This function is close to unity inside the contour and close to zero outside. The \(c_1\) and \(c_2\) variables are the averages of the values inside and outside of the contour, respectively, and are defined as

\[
c_1(\phi) = \frac{\int_\Omega u_0(x,y)H(\phi(x,y)) \, dx \, dy}{\int_\Omega H(\phi(x,y)) \, dx \, dy}
\]

(12.7)

\[
c_2(\phi) = \frac{\int_\Omega u_0(x,y)(1 - H(\phi(x,y))) \, dx \, dy}{\int_\Omega (1 - H(\phi(x,y))) \, dx \, dy}
\]

(12.8)

The associated Euler-Lagrange equation for \(\phi\) is

\[
\frac{\partial \phi}{\partial t} = \delta_\varepsilon(\phi) \left[ \mu \nabla \cdot \left( \frac{\nabla \phi}{|\nabla \phi|} \right) - \nu - \lambda_1(u_0 - c_1)^2 + \lambda_2(u_0 - c_2)^2 \right] = 0
\]

(12.9)

where \(u_0\) is the original image. Notice that \(\lambda_1\) and \(\lambda_2\) have different signs.

Such methods segment the image based on the homogeneity of the image region, but they can fail if this assumption is not valid. For example, if cells in various phases have different appearances, they cannot be represented collectively as a homogeneous region.

### 12.5 Spatio-Temporal Cell Cycle Phase Analysis

In order to automatically generate a meaningful description of the cell cycle in images with a CCPM, it is necessary to track nuclei over time. We have developed a set of algorithms for automatically segmenting and tracking cells in CCPM datasets. The images are first preprocessed using a smoothing algorithm [33] and employing flat-field correction, which iteratively fits a quadratic surface to the image similar to [34–37]. Using the preprocessed images, we introduce a seed placement and classification method, a shape and size constraint for level set evolution, and a
tracking method based on fast marching path planning. Many of the algorithms were developed using algorithms from the Insight Toolkit [38].

12.5.1 Automatic Seed Placement

In order to evolve a level set, initial seeds need first to be defined. We take a two-step approach to seed placement within nuclei: multiresolution normalized cross correlation with a ring-like kernel followed by point classification.

We designed a ring kernel that is positive inside the ring band, negative inside, and zero outside. This yields high correlation values for G2 and S nuclei, since they are dark structures surrounded by bright cytoplasm. We run the correlation step with different sized kernels to detect various nucleus sizes. Nonmaximum suppression of the correlation image can thus effectively detect nuclei.

This step also yields several detections in the background, since background segments surrounded by the cytoplasm of nearby cells look similar to nuclei. To correct for this, the seed placement step is followed by a seed classification step using edge curvature measures. The Canny edges are separated into those having positive curvature, negative curvature, and zero curvature, where curvature $\kappa$ is defined as the divergence of the normalized image gradient as in 12.3 with $\phi$ substituted with the image intensities.

A training phase is employed to determine what feature values characterize a cell. In this phase, a set of seed points are manually classified into the categories of nucleus or background from a representative image. Around each training point, a region of interest representative of the typical size of a nucleus is considered, and three properties are measured: (1) the image intensity, (2) the number of edges with positive curvature, and (3) the magnitude of those edges. These measures are good discriminators because the nuclei are generally brighter than the background, and the nuclei are surrounded by many strong edges with positive curvature. On the other hand, edges around the background are generally fewer in number and magnitude.

A Fisher linear discriminant [39] classifier is used to separate the seed points into the classes of nucleus versus background. Using the classification surface, the automatically generated seeds from the normalized cross-correlation step for testing images are classified. The signed distance of these seeds is used as the initial level set for the segmentation step.

12.5.2 Shape/Size Constraint for Level Set Segmentation

Using the preprocessed images and the seeds, we segment the cells using level sets. Referring to Section 12.4, we approach the segmentation using the active contours with edges. The active contours without edges approach is difficult to use for these datasets because the appearance of the nuclei changes continuously such that there are not well-defined classes. It is conceivable that multiple level sets could be used as in [9], but there are too many cells for this to be computationally feasible.

Using the active contours with edges approach, we set the curvature and edge attracting terms high so as to keep the evolution within the nucleus. We set the
function \( g \) based on a sigmoid function to give more control over the mapping of the edge strength than those given in (12.4),

\[
g(|\nabla I|) = \frac{1}{1 + e^{-\frac{|\nabla \text{G}_{\sigma} \ast I| - \beta_e}{\alpha_e}}} \tag{12.10}
\]

Here \(|\nabla \text{G}_{\sigma} \ast I|\) represents the gradient magnitude of the convolution of the image \( I \) with a Gaussian function parameterized by \( \sigma \). The variable \( \alpha_e \) controls the slope of the curve and should be between 0 and \( \infty \) to map the low gradient magnitudes to high speeds and vice versa. The variable \( \beta_e \) shifts the curve left to right and should be between the min and max of \(|\nabla \text{G}_{\sigma} \ast I|\). The \( e \) subscripts of \( \alpha_e \) and \( \beta_e \) signify that these parameters are related to edges.

Since this formulation is based on edges, if the level set leaks, it will proceed rapidly in the background as illustrated in the supplementary video. The video illustrates that weak gradients are particularly problematic. If the level set leaks, it will proceed rapidly in the background, and, if allowed to propagate, the level set from these weak-edge nuclei can eventually join with other nuclei and result in unusable segmentations. One approach to stop the leaking is to increase the advection force, which attracts the level set to edges. However, the constantly changing intensity profile of the dynamic cell cycle sensor frequently yields gradients inside the nucleus. Therefore, a high advection force can cause the level set to become stuck in local minima inside of the nucleus. In addition, there is often no edge present at the border of the nucleus, and the advection force cannot constrain the level set in this case. An alternative is the implementation of a size constraint such as that proposed in [40]. However, size alone is not sufficient since the resulting constrained level set will not necessarily correspond to the shape of the cell.

Instead of using a purely model-driven approach, we propose to incorporate prior knowledge of the nuclei locations. The seed placement step ensures that the seed points are placed near the medial axis of a cell. Based on this observation, we can construct a model of the location of the nuclear edge from a mapping of the distance function from the seeds that will affect the speed of the level set function. This mapping should give positive speed for distances less than the expected cell size and negative speed for values outside. We designed a mapping function that results in smoothly varying speed values,

\[
s(\tau) = 2 \left( \frac{1}{1 + \exp \left( -\frac{\tau - \beta_s}{\alpha_s} \right)} \right) - 1 \tag{12.11}
\]

and we set the parameters so that the zero crossing of the speed function occurs at the expected nuclear size. Here \( s(\tau) \) is the speed that depends on the distance \( \tau \), \( \beta_s \) is set to the expected cell size, and \( \alpha_s \) controls the slope of the curve. The \( s \) subscripts of \( \alpha_s \) and \( \beta_s \) signify that these parameters are related to the curve speed. The scalar multiplication and subtraction factors lead to a function that yields speeds from 1 to \(-1\). Note that this function is calculated only once for every pixel in the image. Thus, rather than updating the model at every iteration as some other methods do, this method is very computationally efficient.
The $s(\tau)$ function can be applied to the propagation term of the level set equation to slow down this term as the level set expands. To incorporate this constraint into the level set equation, we balance it against the $g$ edge function that is already multiplied by the propagation term. The level set equation updated from (12.2) is thus represented as

$$\frac{\partial \phi}{\partial t} = -\left(\lambda g + (1 - \lambda)s(\tau)\right) |\nabla \phi|$$

$$+ \gamma g \kappa |\nabla \phi| - \eta g \cdot \nabla \phi$$

where we use a variable $\lambda$ that controls the relative weight of these edge and distance forces.

Since the curvature and advection terms have not been affected, they are still free to continue to regularize the curve and attract it to edges, respectively. Thus, in the presence of strong gradients, the advection force will take over as the level set evolves and lock onto the edges as before. However, in the presence of weak edges, the shape/size constraint will keep the level set from growing without bound.

Using the shape/size constraint, the level sets inside nuclei with strong gradients are still able to move to these edges, while those in nuclei with weak gradients are constrained not to leak into the background. By the last frame of the video, the evolution has already reached steady state and stopped at the configuration shown, as opposed to the evolution without this constraint, which continues to evolve outside of the cells.

The result of the level set segmentation step is a set of 3-D tubes corresponding to the S and G2 phases of the cells. These cells can then be associated with the corresponding M phase cells. The M phase cells are round and bright, and they are segmented using hysteresis thresholding combined with marker-controlled watershed segmentation. To obtain a full 3-D tree structure, a tracking step is needed to connect across the G1 phase.

### 12.5.3 Model-Based Fast Marching Cell Phase Tracking

We here describe a novel method for tracking across the G1 phase of the cell cycle using the segmentations of the G2, S, and M phases. Our approach uses the fast marching algorithm as a path planning tool, where we define a speed map based on a model of the phase transition. Our model is based on the appearance change of the nuclei from internally bright in the M phase to gradually dark at the end of the S phase and into the G2 phase (see Figure 12.1). This can be viewed as a path planning problem where the cost function is defined to vary according to the model, and it can be solved using the fast marching method [41]. The fast marching method, described in [29], is a method for solving a time arrival equation described by the Eikonal equation

$$|\nabla T| F = \sqrt{\left(\frac{\partial T}{\partial x}\right)^2 + \left(\frac{\partial T}{\partial y}\right)^2 + \left(\frac{\partial T}{\partial z}\right)^2} F(x, y, z) = 1$$ (12.13)
in 3-D where \( F(x,y,z) \) is the speed map or cost function and \( T \) is the resulting time-crossing map for every point in the domain. Given a starting point, the fast marching method builds the solution outwards throughout the domain without iteration, choosing the smallest time at each step of its evolution. Then, given any point in the domain, the shortest path is constructed by propagating from that point to the fast marching starting point using gradient descent by solving the ordinary differential equation \( \frac{dF}{dt} = -\nabla T \).

In the path planning problem, the most important part is to define an appropriate cost function \( F \). In our model, the cost function switches from emphasizing bright nuclei to dark nuclei along the tracks. In other words, the cost is low (fast moving) in bright nuclei and high in dark areas at the beginning of the track and gradually switches to a low cost for dark nuclei and high cost for bright areas. Because the function should range between 0 and 1, we define it by

\[
F(x,y,n) = f(I(x,y,n)) = \frac{1}{1 + \exp\left(-\frac{I(x,y,n) - \beta}{\alpha(n)}\right)}
\]

where the speed function \( F \) is a function of the intensity \( I(x,y,n) \) at a given image point \((x,y,n)\), and \( z \) has been substituted with \( n \) to represent the \( z \) distance relative to the starting point. \( \beta \) controls the shift of the function, which can be set experimentally and remain fixed. \( \alpha(n) \) controls the slope of the curve, which varies depending on the distance from the starting point. Changing the sign of \( \alpha \) flips the function around the horizontal axis at 1/2. To generate a cost function to move quickly in bright nuclei, \( \alpha \) should be positive; to move quickly in dark nuclei, it should be negative, and it should change gradually between these stages. To generate a smooth transition from bright to dark nuclei, we solve for \( \alpha \) for varying speed given a fixed \( \beta \) and a fixed starting intensity. The speed should vary in equal increments between 0 and 1, and the number of steps \( N \) depends on the expected amount of time taken for the transition. The fixed minimum intensity \( I_t \) is set to be the lowest intensity corresponding to a cell, or, equivalently, the background threshold. Solving for \( \alpha \) in (12.14) for a speed varying from 0 to 1 gives

\[
\alpha(n) = -\frac{I_t - \beta}{\ln\left(\frac{1}{F_t(n)} - 1\right)}
\]

\( n = 0, \ldots, N - 1 \)

\( F_t(0) = \varepsilon, F_t(N - 1) = 1 - \varepsilon \)

Here \( F_t(n) \) is the speed corresponding to the minimum intensity \( I_t \) at position \( n \), and \( \varepsilon \) is a small number that avoids computational errors at speeds of 0 and 1.

To implement this model, a starting point is chosen at the end of the M phase of each parent cell. A time-dimension distance function is generated from this point, where all points in the same x-y plane as the starting point have distance zero, all those at the next time plane have distance 1, and so on for the entire volume. These distances correspond to \( n \) in (12.15), and an \( \alpha \) can be calculated
Figure 12.3  Speed images for the fast marching algorithm. The top row shows the original images, and the bottom row shows the cost function calculated for each image. The cost function is built separately for each parent cell with the end of the M phase as the starting point. In this example, the tracked cell is the circled one undergoing mitosis. With increasing \( n \), or distance, from the starting point, the alpha increases to move the speed from 0 towards \( 1/2 \) and then flips sign and decreases as the speed moves towards 1. A nonlinear alpha is required to give a smooth speed transition in equal increments according to (12.15). This gives more speed to bright nuclei in the beginning and changes to gradually more speed for dark nuclei towards the end, where brighter parts of the cost function image indicate higher speeds.

for each one (note that if the distance is larger than \( N - 1 \), the \( \alpha(N - 1) \) value is used). Using these alpha values that vary throughout the volume along with the intensity at each voxel, (12.14) can be used to calculate the speed mapping for each point in the image.

Some example images of the resulting speed function can be seen on the bottom row of Figure 12.3, and the original images from which the speed images were calculated are shown on the top row. These cost functions are used for the fast marching algorithm.

This fast marching tracking algorithm is run on all parent cells to find their daughter cells. The overall algorithm is given in Algorithm 12.1. Note that for each parent, the fast marching algorithm is run for the entire domain, which can be computationally expensive if the volume is large and there are many parent cells. We obtain a significant speedup by enabling the setting of targets which, once reached, cause the fast marching algorithm to terminate. The beginning points of

Algorithm 12.1  Fast Marching Tracking Algorithm

1:  \textbf{for} each parent cell \textbf{do}
2:     Using (12.14) and (12.15), find the speed image \( F(x,y,n) \) to the entire domain from the parent cell.
3:     Solve \( |\nabla T|F = 1 \) to find \( T \).
4:     Choose as the two daughters the two targets that have the smallest \( T \).
5:     Extract the paths to the daughter cells using gradient descent \( \frac{dx}{dt} = -\nabla T \) from the daughters to the parent.
6:  \textbf{end for}
the daughter cells are specified as the target points. Once two of the targets have been reached, the algorithm terminates since it has found the daughters.

12.6 Results

The algorithms were tested on 22 sets of series of 97 images of size $1,280 \times 1,280$ with pixels representing $750 \, \mu m \times 750 \, \mu m$ on the specimen. The algorithms were run on a $400 \times 400 \times 97$ pixel region cropped out of the same location in each of the full volumes for computational efficiency. Images were acquired on an IN Cell Analyzer 3000 laser line scanning confocal imager (GE Healthcare, Milwaukee, Wisconsin) using 488-nm excitation and a 535-nm–545-nm emission filter. The IN Cell 3000 uses a 40x objective with an effective magnification at the camera of 32x. The cells were grown in a well plate and maintained on the instrument throughout the duration of imaging under standard culture conditions ($37^oC/5% \, CO_2$). Each of the 97 images was taken 30 minutes apart for a total time of 48 hours.

12.6.1 Large-Scale Toxicological Study

The 22 wells consist of 6 control wells and 16 wells treated with varying concentrations of cell cycle inhibitors: 8 with Roscovitine and 8 with Nocodazole, which arrest cells in the G1 and G2 phases, respectively. The biological expectation for the treated wells is that, for larger concentrations, the cell cycle will be arrested earlier and the cells will either die or remain in the final phase until the end of the experiment.

The quantitative results found that, while the phase durations of the control datasets had similar lengths, cells treated with Roscovitine and Nocodazole were arrested and prevented from splitting. This gives a clear indication that both Roscovitine and Nocodazole suppress proliferation compared to the control datasets. To visualize this, Color Plate 17 shows a representative control cell tree and Nocodazole cell tree. The control tree splits as usual, whereas the inhibited cell attempts to split but gets arrested in mitosis.

To evaluate the proposed tracking approach, a number of mitosis events were tracked using both a Euclidean distance metric as well as the fast marching method. The evaluation demonstrated that, while the Euclidean distance generates a linear interpolation between the points, the fast marching method extracts a path that more accurately characterizes the track of the cell. Because the fast marching method models cell transition, it moves quickly in the beginning to follow the bright M phase and follows much more closely the center of the cell throughout the transition (see Section 12.7.2).

12.6.2 Algorithmic Validation

The seed placement and classification steps, which are necessary to initialize the level set segmentation, occupy an important role in the processing because seeds should be placed in the nuclei and not in the background to enable the correct
nuclear segmentation. To validate these algorithms, a dataset is used that includes the CCPM along with a nuclear stain. This nuclear stain cannot be used for the time-lapse experiments because it is toxic and kills the cells over time. But it can be used to yield a ground truth map for the location of nuclei at one time frame.

Our approach is to segment the nuclei in the nuclear channel and use this as a mask for determining whether the seeds were placed correctly in the CCPM channel. This segmentation consists of adaptive thresholding, followed by watershed segmentation from the extended maxima of the binary image distance map to separate the touching nuclei. The seed placement algorithms are run on the CCPM channel as usual, and each of the seeds that was placed is compared to the nuclear mask.

To validate the seed placement and seed classification steps, images from 96 wells with nuclear stains were used. For the initial seeds and the classified seeds, the accuracy score was calculated as the ratio of seeds placed in nuclei to all seeds, and the classification step demonstrated an increase in accuracy from 20% to 70%. This number indicates that some seeds are still placed in the background, but many such seeds are removed by the segmentation evolution, since seeds in the nuclei are merged together due to spatial connectivity, while those in the background tend to shrink. This number also appears low because the space occupied by the nuclei is much less than the background. It does, however, provide a quantitative measure that can be used to improve the seed placement since new algorithms can be easily tested and compared against previous methods.

To validate the tracks and phases, a system was developed for facilitating manual generation of ground truth data. This system loads a series of 2-D images taken over time and allows the user to track a particular cell through mitosis by marking the centroid of the cell on each image by its phase (G1, S, G2, or M). Each cell cycle is sequentially numbered beginning at the G1 stage after mitosis, and the parent and child relationships are stored for each tracked cell cycle. This ground truth system was used to generate tracks and phases for more than 20 cell cycles, and the accuracy of this ground truth data was confirmed by an expert biologist. The automatic tracking results were automatically compared with the manual results, and the cells demonstrated correct phase tracking, meaning that the parents were associated with the correct daughters. The next step is to validate the boundaries of the segmentation of the cells and generate ground truth for more cells to further validate the automatic results. We are also investigating the use of a dataset with a CCPM and nuclear marker taken over a short period of time to validate the algorithms.

12.7 A Tool for Cell Cycle Research

The results of our initial study are encouraging and hold the promise of having significant impact on cell cycle research. While the automatic extraction of quantitative data is a core requirement, the visualization of the underlying data will be equally important. In order to study certain phenomena, biologists will need to
review the original image data, but the automatic analysis methods can also lead to new ways of visualizing the data in an intuitive and helpful manner. We envision that the automatic quantification will, for example, lead to the identification of certain abnormal events.

### 12.7.1 Research Prototype

The manual review of spatio-temporal image data is inherently time consuming. The user first needs to localize salient events, and then he/she needs to inspect the surrounding neighborhood. In Color Plate 18 we show a screenshot of a first research prototype that addresses some of these issues. The schematic on the lower left gives an overview of the mitosis events the system has found. As the user selects specific events, the other views show (clockwise from top left) the corresponding 2-D image slice, a schematic of the ancestor tree related to the event, and spatio-temporal images of the cell tracks (spatio-temporal images will be described in Section 12.7.2). Such an interactive setup allows the biologist to view the events of interest in a schematic form and to look for abnormal trends and then effectively review the original data corresponding to those regions.

For studying the effects of antiproliferative drugs, tree and branch representation of high complexity data such as those in Color Plates 17 and 18 enable visualization of variations in many parameters that characterize drug action. Such variations may include intralineage and interlineage changes in duration of cell cycle phases (length of color on branch), cell cycle blocks (extended tree branch in single color), accelerated or delayed mitosis (distance between branch nodes), nuclear morphology (branch thickness), DNA endoreduplication or nuclear fragmentation (splitting of branches to twigs), and cell death (branch termination).

Abstracting this type of information from time-lapse video could give researchers great insight into what is happening to cells when they are treated with a drug or when a gene is knocked out or overexpressed. This representation of data would allow them to study such conditions as whether particular cell cycle phases were extended or shortened, whether this effect was the same or different across the cell population, whether shortening of one phase was compensated for by extension in another, whether cells were more or less motile during these changes, and whether mitosis occurred correctly and on time.

With regard to phase classification, the exact locations of the phase transitions are not well defined since the appearance of the cell through the cycle changes continuously as the fluorescent marker moves between the cytoplasm and nucleus. For this reason, we are currently working to expand this interface to include a continuous phase appearance model. These transitions can be based on thresholds that act as parameters for the phase classification, and these can be interactively set by biologists to help them study the effect of cell cycle phase. We are constructing a database of images of cells that are automatically extracted and ordered by their location in the cell cycle based on appearance. The combination of such images is leading to a continuous appearance model for the cell cycle where the phases are not necessarily restricted to the four G1, S, G2, and M phases.
12.7.2 Visualization

One effective way to represent cell tracks uses spatio-temporal images. The idea of a spatio-temporal image [15] is for every 2-D plane of the original volume to extract either the row or column that passes through the track. Using one line for the image, the lines can be stacked over time to generate an image. Such an image displays the track surrounded by the pixels of the image that it passed through. It therefore gives an intuitive representation of the path of the track.

In Figure 12.4, we show a spatio-temporal image of the tracks in the horizontal direction for both Euclidean and fast marching methods for the rightmost tracks (the left tracks do not move very far, so they are not as illustrative). The figure shows that, while both methods end up at the same place, the fast marching method, starting from the top of the spatio-temporal image, moves quickly in the bright regions and then gradually moves to the end point, whereas the Euclidean method follows a straight line between the points. In the image, the two daughter cells can be seen as the two bright regions on either side of the image separated by the darker background region, and the fast marching method avoids moving through the background.

Although a spatio-temporal image is an effective way of viewing the background surrounding a tracked path, by definition it is limited by only enabling the visualization of one track at a time. In our experiments, we are interested in tracks that branch as the cells undergo mitosis, so it is more useful to define a representation that can show two tracks simultaneously. For this purpose, we developed a representation that we call a *dual track spatio-temporal image*. Once a cell splits,
the subsequent images will contain two daughters of the parent cell. The tracking step already identified these tracks, so we can fit a line to the centroids of the daughter cells and observe the intensities intersected by this line. The pixels under this line define the background for the tracks, and these can be built up over the time dimension.

Such track visualizations can provide useful visual feedback of the nature of the cell track and can be used to provide meaningful measurements to biologists of the characteristics of the cell along the path.

12.8 Summary and Future Work

This chapter introduces a framework for tracking cells in space and time in conjunction with measuring the output from a cell cycle phase marker using segmentation and tracking methods. These methods facilitate the automatic analysis of the phases of the cell cycle over extended periods of time without manipulating the genetic makeup of the cells.

We introduced a speed function that models the appearance change of the cells through the phases coupled with the use of fast marching for tracking that enables accurate tracking of the parent cells to daughter cells and closely follows the path of the cell. The experimental results indicate that this model-based tracking method holds the promise of reliably tracking cells through mitosis events. We introduced a model-based shape/size constraint for the level set segmentation step that avoids the problem of leaking as well as methods for automatic seed placement. We also introduced methods for validation and visualization of the data for effective analysis of the results and use by biologists.

Future work includes using the output of these methods to measure such quantitative cell characteristics on large control and toxicological datasets to generate statistically meaningful results that correspond with and yield insight into biologically relevant phenomena. Since the manual validation of these algorithms is cumbersome, an edit-based validation framework is being developed that will provide a semiautomatic method of analyzing the results.

Future work also includes the further development of the research prototype to make available to biologists more tools for the analysis of cell phase. Our continuous phase model described in Section 12.7 combined with the ability to set thresholds in areas of interest of this continuous range may lead to new insights into the response of cells to various inhibitor compounds.
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12.8 Summary and Future Work


Cell Segmentation for Division Rate Estimation in Computerized Video Time-Lapse Microscopy

Xiaoxu Wang, Weijun He, Zhen Qian, Dimitris Metaxas, Robin Mathew, and Eileen White

13.1 Introduction

The automated estimation of cell division rate plays an important role in the evaluation of a gene function in high-throughput biomedical research. Automatic segmentation and cell counting of phase contrast images is a challenging task due to low-contrast membrane boundaries and similar intensities inside and outside the cell. Phase contrast images are widely used when high magnifications are needed and the specimen is colorless or the details are so fine that color does not show up well. Under these conditions, bright field microscopy images show too little contrast between structures with similar transparency, and fluorescent imaging and confocal microscopes are far more expensive. Cilia and flagella, for example, are nearly invisible in bright field but show up in sharp contrast in phase contrast images. Most previous cellular microscopy image analyses are carried on synthetic images or fluorescence images. To make fluorescence images, certain fluorescent proteins are introduced into cells by genetical modification. This procedure is tedious, time-consuming, and may interfere with the original proteins under study. It is a challenging task to segment cells in phase contrast images. Edge detection methods suffer from low-contrast boundaries, and intensity thresholding does not work well due to similar intensities between inside areas and outside areas of cell membranes.

It is necessary to determine cell concentration in microbiology, cell culture, and many applications that require the use of suspensions of cells. The traditional device used for determining the number of cells per unit volume of a suspension is a counting chamber. Suspensions should be diluted enough so that cells do not overlap on the surface and are introduced into one of the V-shaped wells in a counting chamber with a pasteur or other type of pipet. A counting grid on the coverslip is brought into focus under the microscope. The number of cells is counted manually, the area is measured approximately by the grid, and the concentration is calculated. For time-lapse microscopy images with high throughput, manual counting and area measurements require a large amount of effort and time. A counting chamber cannot be used in every frame of microscopy images because the grids on coverslips block the view of cells. A large volume of data generated from cancer cell research calls for automatic processing in a quick and accurate manner. In many cell images the cell to cell contacts are very common in a high-density population. Thus, tracking an individual cell [1,2] in such situations is very difficult.
Segmentation of individual cells in cell clusters will give accurate cell counts for division rate estimation and provide a good observation model for cell tracking systems.

Parametric active contour [3–6] and level-set methods [7–9] are among the most popular segmentation approaches. These methods use internal smoothness forces and external image forces to iteratively approximate the object boundary starting from an initial user-supplied boundary. Texture can be included as one of the external image forces in these models, such as the work in MetaMorph [10]. In processing the temporal sequences, the initialization is manually done only for the first frame. The segmentation result of one frame is provided as the initialization of the next frame because the change is small between two consecutive frames. These methods have been successfully applied to cell segmentation in 2D+t data sets [1, 2]. In these methods, one model is built for each individual cell; therefore, the image features of neighboring cells are difficult to incorporate together to yield a better result. Full consideration of the interaction between each of the two cells will raise the complexity into $O(n^2)$ and dramatically slow down the convergence. As a completely different approach, we segment cell clusters first and then separate cells in the same cluster. The segmentation of a single cell benefits from the segmentation procedure of all its surrounding neighbors, and the time complexity is kept as $O(n)$.

We use a learning method to find an initial boundary of cells and cell clusters. The curve evolution techniques are applied to adjust the boundary based on edges. The training phase in our learning method involves very modest user interaction by indicating several typical positive pixels (cells) and negative pixels (background). We use a novel feature representation that combines both the intensity distribution and gradient magnitude distribution in a small subwindow around the pixel. The size of the subwindow is supplied by the user. We show that the $L^1$ distance between such two feature vectors corresponds to the Earth mover’s distance [11]. The training phase is also dynamic. The user feedback can help improve the classifier rapidly. After several iterations of classification and feedback, an accurate classifier is developed for automatic segmentation for new images. Our learning to segment approach is general and can be applied to other foreground/background segmentation problems.

The watershed algorithm is applied on the foreground segmentation results to further separate cells in one cluster. Due to the nature of the watershed algorithm to oversegment, regions are merged after segmentation based on rules that different regions with separating ridges lower than a level are merged together. To ensure that one segmented region contains exactly one cell, we set the cell centers as seeds and merge all regions without seeds to their neighboring regions. In the application of the watershed algorithm to the fluorescent cell images [12], nuclei are taken as seeds. For phase contrast images, cells are detected by the votes of multiple sets of features. The AdaBoost algorithm has been successfully used in human face detection [13]. A strong classifier is generated by sorting the performance of weak learners built on Harr wavelet responses respectively, while searching for an optimal combination of them. In cell images, texture with high intensity variation in cell nuclei and the halo around cell membranes cause high responses of the
13.2 Methodology

We detect cells with AdaBoost, and features are extracted by the Mexican hat wavelet, including dots in nuclei and abstracted boundary lines. Meanwhile we segment the foreground of cell images by classifying texture histograms of small window bins with support vector machines. The different cells inside a cell cluster are separated by the watershed algorithm with nuclei seeds detected with AdaBoost.

13.2.1 Cell Detection with AdaBoost

Cell detection is the first step of accurate cell segmentation. It provides the number of cells and the locations of cells, and it groups the weak edge and intensity information extracted from the image into different cells. Two sets of features help people to detect cells and also facilitate automatic cell detection. Proteins in cell nuclei show dark dots in the image, and membrane boundaries show white
halo in phase contrast images. We detect these dots and white boundaries by Mexican hat wavelet, extract feature vectors, and train an AdaBoost classifier on them. AdaBoost selects good features that can be combined to form an effective strong classifier for cell detection.

13.2.1.1 Feature Representation

The nuclei in cells show up as dotted areas darkly against the surrounding cytoplasm. Due to the halo around cells and the shading inside cells, the areas with the lowest density from a uniform threshold are not necessary nuclei. Wavelet techniques have shown very good performance in detecting texture in local scale. To detect dotted areas with high contrast, we convolve the Mexican hat wavelet filter to the cell image and get areas with high-intensity gradient.

The wavelet transformation is the decomposition of a function \( f(x) \) on a basis that incorporates the local and scaling behavior of the function. In the time domain, the continuous transform involves translations and dilations

\[
\psi(R,b) = \frac{1}{\sqrt{R}} \int_{\mathbb{R}^2} f(x) \psi \left( \frac{x-b}{R} \right) dx, f(x,y) \in L^2(x,y)
\]

where \( \psi \) is the mother wavelet and \( R \) is the scale of this isotropic wavelet.

The 2-D Mexican hat wavelet is generated by applying a Laplacian calculator on the 2-D Gaussian filter, as defined in the following equation

\[
\psi(x,y) \propto \text{\text{\text{\text{\triangle}}}phi(x,y) \propto (x^2 + y^2 - 2)e^{-\frac{1}{2}(x^2+y^2)}}
\]

has been used to detect point sources in cosmic microwave background (CMB) maps in astrophysics.

The areas with high response to negative MHW include dots in nuclei and dark edges on the membrane. After removing the edges, which have larger areas, the rest areas are dotted nuclei, as shown in Figure 13.2. We use the response of a negative MHW filter directly as one of our feature sets. The other feature set includes the white edges caused by the halo around the membranes of cells. After removing small components, the convolving results show the main white edges. We fit long curves with Hough transform. Four values of each line are put into feature vectors: the distance from the center of the detecting window to the edge lines, the length of the edge lines, and the two angles formed by the center and the two ends of the edge, as shown in Figure 13.3(a). Since the number of edge lines in a detecting windows varies, we set this feature set with large enough constant length and fill null into the rest of the space. Both the number of edge lines around a cell and the characteristics of the edge lines are selected by boosting methods.

As shown in Figure 13.2(a), by convolving the Mexican hat filter, the intensity of central area will be subtracted by surrounding area. We use a Mexican hat to detect white boundaries and use an upside-down MHW to detect black points. Figure 13.2(c) shows the pixels with the responses higher than a threshold, after applying an upside-down MHW on the cell image shown in Figure 13.2(b) and removing large areas. Figure 13.2(d) shows the responses of the MHW after removing
Figure 13.2 (a) 2-D Mexican Hat wavelet. (b) Cell image. (c) Responses from negative MHW after removing large areas. (d) Responses from MHW after removing small areas and applying Hough Transform.

Figure 13.3 (a) Features extracted from edge lines. (b) Sample images in positive feature set. (c) Sample images in negative feature set.
small areas. The boundary curves are broken at high curvature points, and the red lines are detected by Hough transform.

13.2.1.2 AdaBoost Algorithm

From a large set of features with significant variation, the AdaBoost algorithm (see Algorithm 13.1) can select the representative ones that can distinguish positive instances and negative instances. A thresholding function on each feature, called a weak learner, is trained in different iterations. The final strong classifier is the weighted expectation of the votes of the weak learners with good performance. The features that can separate cells and noncells better have higher weights than irrelevant features in the final voting. Due to the correlation of different features, a combination of top features might not be the best combination. Therefore, the features are not evaluated independently. To get the best combination of features, AdaBoost employs a greedy strategy. It selects the best feature first, then reweights the training instances along such an order that the instances classified better by already selected weak learners have lower priority. It selects the next best feature based on the error rate calculated with the updated weights. The most likely feature to be selected next is the one that can achieve best classification performance on the difficult cases left by the already selected features. In practice, no single feature can perform the classification task with low error. Features that are selected early in the process yield error rates between 0.1 and 0.3. Features selected in later rounds, as the task becomes more difficult, yield error rates between 0.4 and 0.5. This searching method guarantees finding one of the optimal combinations of representative features. Freund and Schapire [14] proved that the training error of the strong classifier approaches zero exponentially in the number of rounds.

A weak learner votes for the cell detection result by a thresholding function, consisting of a feature \( f_j \), a threshold \( \theta_j \), and a parity \( p_j \) indicating the direction of the inequality sign:

\[
 b_j(x) = \begin{cases} 
 1 & \text{if } p_j f_j(x) < p_j \theta_j \\
 0 & \text{otherwise} 
\end{cases}
\]  

We select a set of single cells in small subwindows, normalize them into the same window size, and set them as the positive set. The negative set is constructed by some randomly selected subwindows, showing the background or the space between cells. The criteria is that in the positive set there is a cell with its nucleus centered in the image, and in the negative set there is no cell in the center of the image. Multiple partial cells could be in a corner in a negative instance.

We trained on a training set with 1,000 cell images marked by biologists, and 1,000 noncell images from the randomly cropped set after removing a few cell images. During the testing procedure, we search subwindows of cell images in a certain size range. Each subwindow is classified by the learned strong classifier into positive and negative categories. A real cell can have multiple positive subwindows around it. Instead of trying to determine which positive responses are caused by one cell and should be merged into one, we map the centers of all positive subwindows onto a black background.
Algorithm 13.1 AdaBoost Algorithm

Boosting procedure on cell features:

- In the training set, given feature vectors $x$ and class attribute $y$ as instances $(x_1, y_1), \ldots, (x_n, y_n)$, where $y_i = 0, 1$ for negative and positive examples, respectively.
- Initialize weights $w_{1,i} = \frac{1}{2m_l} \frac{1}{m}$ for $y_i = 0, 1$, respectively, where $m$ and $l$ are the number of negatives and positives, respectively.
- For $t=1, \ldots, T$:
  1. Normalize the weights, $w_{t,i} \leftarrow \frac{w_{t,i}}{\sum_{j=1}^{n} w_{t,j}}$.
  2. For each feature, train a thresholding classifier. The error rate is evaluated as $\varepsilon_t = \sum |w_i| |h_j(x_i) - y_i|$.
  3. Choose the classifier $h_t$ with the lowest error rate $\varepsilon_t$.
  4. Update the weights: $w_{t+1,i} = w_{t,i} \beta^{1-e_i} / \beta^{1-\varepsilon_t}$, where $e_i = 0$ if example $x_i$ is classified correctly, $e_i = 1$ otherwise, and $\beta = \frac{1}{1-\varepsilon_t}$.

- The final strong classifier is

$$ h(x) = \begin{cases} 1 & \sum_{t=1}^{T} \alpha_t h_t(x) \geq \frac{1}{2} \sum_{t=1}^{T} \alpha_t \\ 0 & \text{otherwise} \end{cases} $$

where $\alpha_t = \log \frac{1}{\beta^t}$.

As shown in Figure 13.4, the centers of nearby positive responses merge into one area.

13.2.2 Foreground Segmentation

In this work cell clusters are segmented with learning-based methods, by classifying the region features based on a few user-selected training samples. Since both cell nucleus and cytoplast are translucent in phase contrast images, it is impossible to segment the interested region with a threshold of intensity only. We utilize the

![Figure 13.4](art)  
(a) AdaBoost detecting results. (b) Detected cell centers.
variation pattern in intensities, such as gradient and local binary pattern (LBP),
to distinguish cell areas from the background. The statistics of local features are
obtained from small-size windows and put into a support vector machine (SVM)
for training and classification. The difference of their histograms are measured
with the Earth Mover’s Distance (EMD). The SVM project the feature vectors into
a kernel space and separate different clusters in the training set with a hyperplane.
Then the whole image is divided into small bins and classified into two categories
by the SVM.

13.2.2.1 Feature Vectors and Earth Mover’s Distance
We use three sets of feature vectors for classification: the intensity, the magnitude
of gradient, and the local binary pattern (LBP). Each feature set can be shown in
an image with the same size as the original image. The intensity and the magnitude
of gradient are obviously orientation invariant features. The LBP is derived from
a general definition of texture in a local neighborhood. The comparison results
of a pixel and its neighbors are binary coded and turned into a binary number.
For a pixel \((x_c, y_c)\), the LBP code characterizes the local image texture around
\((x_c, y_c)\):

\[
LBP_{P,R}(x_c, y_c) = \sum_{p=0}^{P-1} \text{sign}(I_p - I_c)2^p
\]

where \(I_p\) are the intensity of \(P\) neighbors of pixel \(c\). The rotation invariant code
is produced by circularly rotating the original code until its minimum value is
attained.

In each feature image, we characterize the histogram of a \(n \times n\) subwindow
around a pixel with a feature vector. We sort all values in the subwindow and get

\[I(i), i = 1 \ldots n^2, \text{ where } I(i) \leq I(j), 1 \leq i \leq j \leq n^2\]

Then the distribution feature vector is represented as

\[I(i), i = [n/2], [3n/2], \ldots, [(2n - 1)n/2]\]

The length of the distribution feature is \(n\), which is reasonably short without loss of
much representation accuracy. Compared to histogram representation, this represen-
tation of distribution does not require a fixed bin size and thus is more accurate.
We will show later the \(L^1\) distance between two distributions in our representation
scheme corresponds to EMD.

13.2.2.2 Segmentation with Classification and Curve Evolution
Our learning-based segmentation framework is outlined in Algorithm 13.2. In
the training phase, the user begins by indicating several positive/negative pixels
inside/outside the cells and provides the size of the subwindow. The corresponding
intensity/gradient magnitude distributions in the subwindows are then computed
as the feature vectors. These feature vectors along with their labels are served as
the initial training examples. An RBF kernel-based SVM [15] classifier is learned
using this training set.
Algorithm 13.2 Learning-Based Segmentation Framework

Training:
1. Input: a training image and the size of the subwindow
2. Do until satisfied:
3. Indicate several typical positive and negative pixels
4. Add these examples to the training set
5. Train a radial basis function (RBF) SVM classifier
6. For each nonoverlap subwindow:
7. Compute the feature vector and classify
8. Iterative refinement by classifying boundary subwindows
9. Foreground/background curve evolution in the boundary band
10. Smoothing

Classification and Segmentation: Step 6–10

Instead of classifying every pixel in an image, which is time-consuming, our strategy is to focus the attention on the object boundary. The classification is iterative. In the first step we only classify nonoverlapping subwindows in the image. With high probability, the classification errors are located near the classification boundary between the positive and negative subwindows. Those most ambiguous boundary pixels (typically, the corners) are automatically located. We apply the classifier to the subwindows around them. This boundary refinement classification step repeats several times depending on the size of the subwindow. The final classification result is the weighted sum of each classification. The weight of each classification for a pixel in a subwindow is the Gaussian weight according to its spatial position. In this way we avoid classifying every pixel and only look into those ambiguous boundary points. This step results in a rough boundary between cells and background.

To accurately determine the boundary, we also need to consider the edge information. A boundary band is defined by dilating the rough boundary with the size of the subwindow. Then both the cell and background regions dilate with the same speed into this band and claim pixels except the edge pixels, which are determined by Canny edge-detection method [16]. Thus both cell and background regions cannot pass through the edges. However, the false edges can be circumvented since they tend to be short in length. In each dilating step, we also consider the smoothness condition (i.e., those points with high curvature should move faster). This curve evolution is finished until the boundary band is completely divided as cell region or background region. The cell boundary is smoothed as the last step.

In the training phase, the user can give feedback by correcting the typical segmentation errors. The corrected examples are included in the training set. We retrain the classifier and generate a new segmentation result through the same procedure of classification and curve evolution. This feedback/refinement procedure iterates until the user is satisfied with the segmentation result. The final classifier (support vectors and the parameters) is saved for automatic segmentation of cell images.

After the final classifier is resulted, we can use it to automatically segment out cells or cell clusters. Figure 13.5 shows step by step the automatic segmentation procedure with classification and curve evolution. Figure 13.5(a) is a cropped cell image. Figure 13.5(b) shows the result after applying the classifier on nonover-
lapping subwindows. The classifier is trained on five positive and five negative
eexamples. The white lines are the rough boundary between cells and the back-
ground. Figure 13.5(c) is the final segmentation result after smoothing the final
cell region. The total cell area can then be calculated.

13.2.3 Cytoplasm Segmentation Using the Watershed Algorithm

In a high-density population, cells are clustered together with attaching borders.
The watershed algorithm with seeds is applied here to separate individual cells.
The watershed algorithm originally suggested by Digabel and Lantuejoul [17] has
proven to be very useful in many areas. Considering the intensities of an image as
elevation in a landscape, the watershed methods immerse the surface with water
and find the boundaries of basins. The water first produces a local minimum of
the surface. When the water level increases along the surface, water in adjacent
areas will meet at a ridge of the landscape. A dam is built at the place where two
areas of water meet two separate and different areas.
Watershed is a robust cell segmentation algorithm for fluorescent images. In fluorescent cell image applications [12], the nuclei image was thresholded first, and the watershed algorithm is applied to the distance map of the thresholding results. Because the watershed method tends to over-segment, areas with the border lower than a threshold are merged together afterwards. In fluorescent images, nuclei images and cytoplasm images can be taken from the different channels of the same image setting. The watershed method has also been applied to cytoplasm segmentation with nuclei as seeds to avoid oversegmentation.

In this work, we take a similar approach as proposed in [10] and illustrated in Figure 13.6. A distance transform is put onto the foreground segmentation results. The cell detections results, obtained using the AdaBoost algorithm, are now taken as seeds of the watershed algorithm. Regions without seeds are either merged to its neighbors with seeds or removed from the image.

13.2.4 Cell Division Rate Estimation

The cell division can be modeled as

\[ N_t = N_0 2^{\alpha t} \]  

(13.5)

Figure 13.6 (a) Cell cluster segmentation results. (b) Distance map. (c) Segmentation results without seeds. (d) Segmentation results with cell detection seeds.
where $\alpha$ is the division rate we would like to estimate, $N_0$ and $N_t$ are the cell counts at time 0 and $t$. The cell division rate $\alpha$ can be expressed as:

$$\log_2(N_t) = \log_2(N_0) + \alpha t \quad (13.6)$$

After segmentation on a few images, we get several $(t, N_t)$ pairs. Then the cell division rate can be estimated through a linear fitting for (13.6).

### 13.3 Experiments

Time-lapse movies of several cell types with different genotypes were generated using computerized video time-lapse microscopy (CVTL) microscopy. CVTL microscopy consisted of an Olympus IX71 inverted microscope fitted with high resolution X,Y and Z motorized scanning stage and a temperature, humidity, and nutrition controlled environmental chamber. Autophagy, also called self-cannibalism, is a process in which organelles and proteins inside of cells are delivered to lysosomes for proteolysis when cells are deprived of nutrition. Autophagy is one way for cells to tolerate metabolic stress and avoid apoptotic or necrotic pathways of cell death, although completely consuming nutrition of themselves will also lead to autophagic death. During autophagy, cells exhibit different appearances and behaviors that interest biologists [18]. The images are phase contrast images of the cells captured at 10-minute intervals, same as the normal cells, for 3-5 days. This enabled us to follow several cell lineages and cellular events in multiple fields for long periods of time.

In this experiment, we segment out cells or cell clusters and then estimate the division rate for one time-lapse movie consisting of around 500 frames. The size of each frame is $870 \times 1164$ pixels. The chosen subwindow size is $13 \times 13$ pixels. Cells or cell clusters are automatically segmented for every other 25 frames (i.e., 250 minutes apart). Color Plate 19 shows the segmentation result for frame 1, 26, 51, and 76. We compare our automatic segmentation result $A$ with manual segmentation result $M$ in Table 13.1. Both recall $(A \cap M)/M$ and precision $(A \cap M)/A$ are above 95% for all four frames. In order to validate our results, we manually count the numbers of cells in these four frames.

In Figure 13.7(a), the total cell number versus frame number plot shows an exponential cell growing pattern at the beginning, but the growth rate drops when the field is very highly populated. The growth rate decrease can be explained by the cell-to-cell interaction when the population is very dense. Our division rate estimation is for the initial phase when the population is not so dense. Thus, we

<table>
<thead>
<tr>
<th>Frame#</th>
<th>$(A \cap M)/M$</th>
<th>$(A \cap M)/A$</th>
<th>TotalCellArea(M)</th>
<th>Count (N)</th>
<th>AvgCellArea</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>97.72%</td>
<td>98.69%</td>
<td>107,484</td>
<td>53</td>
<td>2028</td>
</tr>
<tr>
<td>26</td>
<td>95.31%</td>
<td>98.81%</td>
<td>115,254</td>
<td>57</td>
<td>2022</td>
</tr>
<tr>
<td>51</td>
<td>97.48%</td>
<td>98.42%</td>
<td>137,149</td>
<td>67</td>
<td>2047</td>
</tr>
<tr>
<td>76</td>
<td>96.70%</td>
<td>96.11%</td>
<td>166,830</td>
<td>83</td>
<td>2010</td>
</tr>
</tbody>
</table>
consider seven frames (frame 1, 26, 51, 76, 101, 126, and 151) to compute the cell division rate. By fitting a line for (13.6) using least squares (Figure 13.7(b)), we have \( \alpha = 0.0344 \) (1/hour) (i.e., the autophagy cell divides every \( 1/0.0344 \approx 29.07 \) hours in this time-lapse movie). The experiments show that the proliferation rate slows down because cell metabolism is suppressed when cells are deprived of nutrition during autophagy.

### 13.4 Conclusions

The main contributions of this work are two-fold. First, we presented a novel cell detection method that incorporates low-level image features and AdaBoost learning method in the same framework. Second, we applied a robust segmentation method that can estimate individual cell boundaries accurately by texture classification and the watershed algorithm. The segmentation methods enable us to estimate automatically the cell division rate in CVTL microscopy, which paves the way for future high-throuput biological image analysis. Finally, the learning phase is very efficient and involves very modest user interaction.

### References


14.1 Introduction

With the completion of the genome projects and the advent of many high-throughput technologies, it is now possible to take a systems-based approach to many questions in biology. In this chapter we argue why imaging-based approaches to systems biology will play a very important role in this emerging field, and more importantly what challenges imaging-based systems biology poses to the image analysis community. We discuss the types of image data that are generated, the goals of the image analysis, and the current progress and future challenges in meeting these image analysis goals. These topics are discussed in the context of our software application GoFigure and an effort we have underway to digitize embryonic development called the Digital Fish project.

14.2 Imaging-Based Systems Biology

New opportunities in the field of image analysis have always been spawned by both new imaging technologies and new scientific applications. This is certainly the case today with the development of a number of new approaches in microscopy and the emergence of the field of systems biology. The widespread adoption of confocal and multiphoton microscopy along with the tremendous developments of fluorescent proteins such as GFP have created a renaissance in optical microscopy. A number of forces have also converged, including genomics, proteomics, and high-throughput screening, along with these new approaches in microscopy to create the field of systems biology. These technologies generate new kinds of image sets and allow biologists to ask new kinds of questions, but in so doing they create many new challenges in image analysis. These developments have together opened up a vast new frontier of challenges and opportunities in image analysis.

14.2.1 What Is Systems Biology?

*Systems biology* quite simply refers to investigating how multiple components of a biological system interact to give rise to the function of that system. These components can be anything from metabolites to genes, proteins, cells, and even whole organisms. And likewise the system can be a single biochemical pathway, a cell, a whole organism, or even an ecosystem. Note that this definition of systems biology
does not exclude many other areas of biology, such as biochemistry, cell biology, genetics, and embryology, and indeed these other areas of biology partially overlap with systems biology as well as each other. What characterizes systems biology is an emphasis on looking at the systems level, on being quantitative, and the use of mathematical and computer modeling. In many ways systems biology is the logical progression of these other areas of research. In order to characterize a system, it is first necessary to characterize its components. This has been accomplished to a large extent through decades of research in biochemistry and molecular biology and more recently through genomics and proteomics. It is only through the success of these reductionist approaches in defining the pieces that we can now try to put the pieces back together to understand the system.

Genes and proteins are of particular interest in systems biology because it is the interaction of these components that does much of the “computation” to guide biological processes. A typical animal genome contains 15,000 to 30,000 genes [1] and a corresponding number of proteins (the number of proteins is actually higher due to alternative sites for splicing, promoters, and polyadenylation). However, not all of these genes are turned on in any given cell. Different types of cells express different subsets of genes, and to a large extent it is this difference in gene expression that gives rise to the different functional properties of cells. Some genes encode for proteins directly involved in the properties of a cell. For example, the *hemoglobin* gene encodes for the protein that lets your red blood cells carry oxygen, while the *myosin* and *actin* genes allow your muscles to contract. Other types of genes do not encode for proteins with direct structural or phenotypic functions but instead encode proteins involved in information processing: secreted signaling proteins can transfer information between cells; receptors can transfer information from outside a cell to inside a cell; numerous signal transduction components including kinases, phosphatases, proteases, GTPases, and ubiquitin ligases can transmit and process information inside a cell; and perhaps most importantly transcription factors can regulate the expression of other genes (Figure 14.1). These different types of proteins can interact with each other physically to transmit information. For example, a secreted signaling protein can physically bind to its receptor, causing a change in the conformation of the receptor. This change in conformation could activate the enzymatic activity of the receptor, causing it to phosphorylate a target such as another kinase. This kinase could phosphorylate a transcription factor, allowing it to move from the cytoplasm to the nucleus, where it can bind to specific sites of DNA to regulate the expression of some subset of genes (Figure 14.1). Such a set of proteins from signaling molecule to transcription factor is called a signal transduction pathway. Interestingly, the subset of genes regulated by this signal transduction pathway could include the secreted signaling molecule itself and other positive and negative regulators of the pathway, setting up feedback loops. Such feedback loops are thought to play important roles in regulating genetic circuits [2].

Thanks to the genome projects, we now have a fairly complete picture of the genetic makeup of most organisms used in experimental biology [1, 3–6]. The genome projects gave us the sequences (the order of all the A’s, G’s, C’s, and T’s) of the DNA that comprises these genomes. Implicit within the genomic sequence
Figure 14.1 Signal transduction pathways transmit and process information. In this example, a secreted signaling protein is released from one cell and binds a receptor on another cell. This causes a conformational change that activates the kinase activity of the receptor, allowing a downstream kinase to be phosphorylated. This phosphorylation activates the kinase, causing it to phosphorylate a transcription factor. This phosphorylation allows the transcription factor to enter the nucleus, where it can bind specific targets of DNA to turn on a set of genes. Some of these genes may be inhibitors to produce feedback loops.

of an organism is a set of instructions for creating that organism. The genome can be thought of as a program that when executed creates an organism through the process of embryonic development and then maintains that organism through growth and homeostasis so that the organism can reproduce and pass on this program across time. Defects in this program caused by genetic mutations lead to many diseases such as cancer. Although we now have the complete program for a number of organisms, we are very far from understanding how that program works. This is in large part because we can only understand a fraction of the code contained within the genome. What we can read fairly easily in genomic sequences are coding regions. There are good computational and experimental approaches for determining which parts of the genome are transcribed to make mRNA, which is then translated to make protein. But only a small fraction of the genome is coding sequence. Embedded within the noncoding sequence is information that helps determine which genes get expressed when and where in an organism. For example, transcription factors bind specific sequences of noncoding DNA and can regulate the expression of nearby genes. However, these sequences are fairly short and degenerate, making it very difficult to predict the targets of a transcription
factor. Another problem is that although we can accurately predict which parts of the genome will be made into proteins, we cannot predict the function of that protein just based on its sequence. Taken together, although the genome projects have given us the complete code for constructing organisms, all we can really read is the parts list—the genes, RNAs, and proteins. The big challenge ahead is to understand how these parts fit together to form networks, how these networks function as circuits, and how these circuits function to orchestrate biological processes. This is the goal of systems biology. This goal must be accomplished in large part through experimental work because there are many things in biology that we simply cannot predict due to its complexity. Theory, modeling, and computer simulation will play an essential role in systems biology, but they need to be data driven.

An essential first step in systems biology is understanding how the individual components can interact to form networks. Traditionally, geneticists can look for functional interactions between two genes by creating double mutants and looking for nonadditive phenotypes. Biochemists can look for physical interactions between two proteins by seeing if they “stick” to each other—for example, you can use an antibody specific to one protein to precipitate it from a solution and then use an antibody specific to the other protein to see if it was also precipitated. These approaches have been quite informative, but they are low throughput. Recently there have been several approaches to address molecular interactions on a systematic fashion. Approaches including the yeast two-hybrid system, co-immunoprecipitation of epitope tagged proteins, protein microarrays, and systematic epistasis have been used to define thousands of molecular interactions [7, 8]. An often-used approach for representing these interactions is graphs (network diagrams) in which the nodes of the graph represent proteins and edges represent interactions between two proteins. There is currently a great deal of activity termed interactomics to construct graphs that represent all possible protein-protein interactions and even all protein-DNA interactions [7, 8].

The next step in systems biology is to go from having a network diagram to understanding how that network functions as a circuit. There are a few problems with the previous simple graph-based representation for taking this step. One is that not all proteins are expressed in all cells, so the actual network present in any given cell is a subgraph of the graph of all possible interactions. And to make things more complicated, it typically isn’t a binary “present or absent” value that matters; rather, the actual concentration of the protein is important. Another problem is that proteins can have different functional states, and this information is not captured in the earlier representation. The function of a protein can be changed through phosphorylation, ubiquitination, differential subcellular localization, or through allosteric regulation caused by binding to another protein or small molecule. All these changes can alter a protein’s ability to interact with another protein. What we want to understand is information flow through a network, and information is often carried through networks by changing the concentration of proteins or by changing their functional state. It is thus essential: (1) to experimentally measure these differences in concentration and functional state for
all the different cells, and (2) to incorporate this information into the network representation.

Once all the essential components and interactions of a circuit have been defined, it is possible to try to understand how the circuit functions. Function typically implies a temporal dimension, and thus going from understanding the structure of a network to the function of the network means going from a static to a dynamic view. A temporal understanding is important because molecular circuits function by changing “something” over time, such as the concentration or functional state of one or more proteins in the circuit. There is an input, some kind of computation, and then an output just as in any computer program but typically much slower. To understand this process, we need to trace the computation by “stepping through” the code as it is executing over time like you do during debugging. There are a variety of techniques to experimentally monitor a circuit as it is functioning over time. Biochemical approaches can be used to measure changes in protein concentration or phosphorylation over time. “Omic” approaches such as microarrays or mass-spectrometry can be used to measure how the levels of many RNAs or proteins vary over time. Imaging can also be used to monitor the dynamics of a circuit. For example, different color fluorescent proteins such as GFP can be used to mark the essential nodes of a circuit, and then these nodes can be followed over time using time-lapse imaging. We feel that this imaging-based approach to functional systems biology is quite powerful, so it will be the focus of this chapter.

Once a rough idea of the structure of a circuit and how its components change over time is established, it is often important to use modeling to investigate the dynamics of the circuit and how changes to individual aspects of the circuit are manifest at the systems level. Even simple circuits of only a few components can have quite complex dynamics that cannot be predicted by simple intuition. There are a number of types of models used in systems biology [9]. The classical approach is chemical reaction rate kinetics. In this approach all the chemical components and the chemical reactions that can convert between components are modeled. The rate that one component is converted into another component can be represented by a differential equation, and the entire system can be represented by a set of differential equations. There are two problems with this approach. One is that the reaction rate constants are difficult to measure and usually unknown. The other is that differential calculus assumes a continuous, infinitely divisible space. This assumption is fine in a large, well-stirred beaker but can break down in a cell where the number of individual molecules can be quite small, leading to random fluctuations in their numbers. For this reason, other modeling approaches are also used that try to account for the discrete nature of molecules such as stochastic simulation algorithms. It is also possible to hide some of the biochemical details, since they are often not known and use agent-based models that provide much more flexibility.

14.2.2 Imaging in Systems Biology

Although systems biology largely sprung out of the fields of genomics and proteomics, we feel imaging will play a very central role in the future of systems
biology [10]. At a practical level, the omics revolution of the last decade set the stage for systems biology by providing us with the complete list of all the parts of the system. Omics was also important in that it provided a fresh paradigm for biological research. The very essence of an omic approach is to gather complete, comprehensive, systematic knowledge: genomics aims to get complete genome sequences, microarrays try to monitor the expression of all genes, and proteomic approaches strive to measure all the proteins involved in a biological process. Omics also places more emphasis on standardization and quantitation to allow close comparison between different experiments. And finally computation plays a very important role in omics. Large databases are used to store all the genomic sequence and expression data, and a myriad of bioinformatic approaches are used to mine these data (e.g., to find related sequences, sort microarray data based on similarity of expression patterns, or to predict regulatory elements that control gene expression). Omics brought about an increased reliance on novel computational approaches for biological research, which in turn caused increased interactions between biologists and computer scientists. This important shift in both paradigm and culture brought on by omics continues strong in systems biology.

Despite omics playing the central role in the birth of systems biology, we feel microscopic imaging will play an increasingly important role in its future. This is because imaging can uniquely provide data that is single cell, longitudinal, quantitative, and anatomical—all of which are essential for understanding genetic circuits [10]. Cells are the basic building blocks of organisms, as well as a fundamental unit of computation. Most components of biological circuits are unable to cross cell membranes, and thus biological circuits are clustered within single cells. Even genetically identical, neighboring cells grown in the same environment can have very different phenotypes. This is due either to the effect of noise in circuits as the cells grow or to very small initial differences in the components of the cells [11]. Since they are in vitro, the first step of most omic approaches is to grind up a large number of cells to extract their DNA, RNA, or protein, which effectively blurs together all these important differences. Imaging provides high spatial resolution such that single cells within a population can easily be assayed. The spatial resolution of optical imaging is in fact high enough that subcellular data can be readily obtained.

The second important advantage of imaging is that it provides data that is longitudinal over time. As discussed earlier, understanding the function of biological circuits means understanding what they do over time—their dynamics. It is thus essential to have an assay that can collect measurements over time in an actively functioning system. In vitro omic approaches require the biological sample to be ground up to extract the molecules of interest, which effectively “kills” the system so it cannot be studied over time. The standard way around this problem is to do a time-course study in which aliquots of cells from an actively growing culture are taken at different time points after an experimental manipulation. This does provide longitudinal data, but it is not necessarily single-cell resolution. Any assay that requires cells to be killed in order to be measured cannot provide both single-cell and longitudinal data. Imaging, on the other hand, is noninvasive,
allowing time-lapse imaging to assay single cells over time as biological circuits are functioning within them.

The third advantage of imaging is that it can be quantitative at the protein level. When constructing models of biological circuits, it is often not sufficient to have “on” or “off” data about gene expression. Rather it is important to know the actual concentration of biological molecules at different places within a cell and different times. Most omic approaches are at least semi-quantitative, but the number they give can usually only be used for comparing different experiments made with the same assay (i.e., a relative measure). For example, there are elaborate statistical methods for measuring gene expression using microarrays [12]. These numbers can be used to say an RNA is present at three-fold higher levels at one condition versus another condition, but ideally you would say this RNA is present at 50 molecules per cell. With fluorescent imaging it is possible to get absolute quantitation, and it is possible to do this at the level of protein rather than just RNA [13, 14]. Most omic approaches such as microarrays work with RNA rather than protein because RNA is much easier to work with in vitro due to its uniform biochemical properties and ability to hybridize to complementary nucleic acid probes. However, it is protein rather than RNA that does most of the work in biological circuits. The use of GFP fusion proteins allows quantitative imaging to be done at the protein level. Importantly, the amount of fluorescence given off by a fluorophore is directly proportional to the concentration of the fluorophore. Thus, with the proper controls, it is possible to use fluorescent imaging to measure the actual number of molecules of a fluorescent fusion protein inside a living cell.

The final advantage of imaging over omics for doing systems biology is that imaging can provide data from spatially/anatomically intact organisms. Organisms vary over space. There are different kinds of cells in one part of an organism than in another part. It is in fact how these differences are patterned that is one of the main subjects of developmental biology. From a systems biology perspective, these differences over space mean that different cells receive different inputs from their environment, have different computations occurring inside them, and generate different outputs. It is important to capture these differences with reference to a spatial framework. In vivo imaging can be done on intact tissues and even whole organisms, allowing biological data to be digitized with reference to anatomical location. With omic approaches, the sample is ground up, which destroys any anatomical reference for the data. This problem can be partially overcome for omic approaches by carefully plucking cells from precise locations, but this is limited by the surgical skill of the investigator and the lack of clear morphological landmarks for many tissues even when there are underlying molecular or cellular differences.

In addition to these advantages, which are already well established for imaging, I am bullish that future technological advances in the field of microscopy will further open up the frontier of imaging-based systems biology. There have been tremendous technological advances in imaging in the last decade, and there is no reason to think this rate of progress will slow down. The last decade has seen the widespread adoption of confocal and two-photon microscopy, which along with GFP technology has created an impact on biomedical research whose importance cannot be overstated. More recently there have a number of other advances.
Fluorescent proteins have been created with numerous colors from blue to far red, which can change color and which can mark the functional state of a protein [15] (see Chapter 2). On the microscopy side, there has recently been a number of advances that have shattered the long-held resolution limit of optical microscopy set by the wavelength of light imposed by diffraction. A number of techniques have been published in the last few years that increase the resolution of optical microscopy by greater than ten-fold [16]. These are only just now becoming commercialized, but once they are they could have a profound impact on biological research. All of these new imaging techniques will create new needs in image analysis.

14.3 Example: The Digital Fish Project

Imaging is now being used for a number of projects in systems biology, ranging from high-content screening in cell culture [17, 18] to using imaging of FP transgenics to monitor biological circuits in organisms including bacteria, yeast, plants, and animals [19–21]. Although the difficulty and details of image analysis will vary depending on the experimental setup, the goals of image analysis for many of these applications are similar—namely, to extract quantitative, cell-based data. Rather than touch lightly on a number of different biological applications of imaging, we will delve more deeply into a single application, the Digital Fish project, which we are involved with and feel illustrates many of the image analysis challenges in the field of systems biology.

14.3.1 Goals of Project

Embryonic development can be thought of as the execution of a program encoded in the genome. But unlike with digital software, the execution of this genetic code is opaque. Biologists do not have a debugger or integrated development environment for their model animals that allows them track the execution of the code, monitor the status of the variables, or edit and recompile the code to see what changes. The goal of the Digital Fish project is just that—we seek to develop all the tools necessary to allow us to trace the execution, monitor the variables, and edit and recompile the code both in real biological fish as well as in a digital recreation through the use of imaging, genetics, and computer simulation.

We are developing several technologies toward this goal. The principal technology is called in toto imaging [22]. The goal of in toto imaging is to image every single cell in a tissue and eventually the whole embryo over time as it develops. Image analysis software is then used to track all the cell movements, divisions, and deaths that form tissues; to quantitate the levels of fluorescence inside each cell and within different subcellular compartments; to annotate cell type and tissue type to the segmented cells; to register and compare data from different embryos; and to visualize and analyze the data. In toto imaging is thus the main tool for digitizing and uploading data from live embryos in a quantitative, single-cell, and systematic fashion.

Another technology we are developing is a genetic approach called FlipTraps. FlipTraps are generated by randomly integrating a DNA cassette (Figure 14.2) into
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Figure 14.2 Segmentation labels used in the Digital Fish project. Confocal sections showing the green channel (a) and red channel (b) of the eye of a zebrafish embryo labeled with histone-EGFP and membrane localized mCherry. (c) Result of subtracting (b) from (a) to better resolve nuclei for segmentation. Histone-EGFP also marks mitosis as shown in three consecutive frames of a dividing cell, 4 minutes between frames (d–f).

the genome. If this cassette integrates into an intron in the proper orientation and frame, then splicing will cause a fluorescent protein to be fused to the endogenous protein. These FP fusions generally do not disrupt the function of the “trapped” protein and thus allow us to watch the protein in whole, living embryos with fluorescent imaging. The fluorescence allows us to see what tissues and cells a protein is expressed in at different times of development, which is important in determining a protein’s function. Since the FP is fused to the protein of interest, we can also image the subcellular localization of the trapped protein. Different proteins localize to different compartments within a cell, and this localization is often indicative of the protein’s function. For example, transcription factors must be in the nucleus to function and receptors for signaling proteins are on the membrane. Many proteins actually change localization depending on their functional state, so FP fusions can be used as functional reporters. The FlipTrap cassette is also designed such that when Cre recombinase is added (e.g., with a tissue-specific transgene), the cassette flips around such that it no longer generates a functional FP fusion protein but now generates a mutant allele marked with a different color FP. These “flipped” FlipTraps can be used to study the phenotype of mutating a gene, which is also critical for determining its function. And finally, FlipTraps contain sites for a site-specific integrase, which allows exogenous pieces of DNA to replace the FlipTrap cassette in order to reprogram the genetic code at the FlipTrap locus.

Coming back to the aforementioned goals of the Digital Fish project, we can use these technologies in the following ways. One is that in toto imaging allows us to watch the execution of the program. Often in biology a perturbation is done at one time point and then its effect is measured at a later time point, but what
happened in the intervening time that caused the effect to be manifest is unknown. In toto imaging allows us to monitor the cells involved in a biological process continuously and quantitatively, and FlipTrap fluorescent fusion proteins allow us to fluorescently label the essential nodes of the network such that the program can be monitored during execution. This approach can also be thought of as providing a spyglass on the memory of a computer during the execution of a program. In a digital computer program, the state of the execution of a program is stored in variables. In a biological program, the state of the execution of the program is stored in physical changes to the molecules of the program. These changes are often simply a change in the number of molecules of a certain protein but can also be changes in phosphorylation or subcellular localization. In toto imaging and FlipTraps allow us to monitor many such “variable states.” And finally by either flipping FlipTraps or integrating exogenous DNA into FlipTraps, we can alter the code, recompile it, and see the phenotype to try to understand how the code controls a biological process.

14.3.2 Why Fish?
The subject of the Digital Fish project is a small, fresh water, tropical fish called zebrafish (*Danio rerio*). Zebrafish are commonly kept as pets and found in many pet stores as “zebra Danios.” Zebrafish have emerged as one of the standard model organisms for genetics in the last few decades to join the ranks of the fruit fly *Drosophila*, the roundworm *C. elegans*, and the house mouse *Mus musculus* [23]. Zebrafish, like the other model systems, are easy to raise and breed in a laboratory setting and have a fairly short generation time (2–3 months), making them suitable for genetics. Since zebrafish are vertebrates, their organs, tissues, cell types, and genetic pathways are much more similar to human than is the case with *Drosophila* or *C. elegans*, so what we learn is more relevant to human health. Zebrafish are also excellent for imaging. The embryos and larvae are transparent, allowing the entire embryo to be imaged with optical microscopy (Color Plate 20). Much of the tissues in fruit fly, mouse, and other models such as *Xenopus* (frog) are not accessible to optical microscopy at many important stages of development because the tissue scatters highly and absorbs light. Zebrafish embryos are also small (600 μm), allowing short working distance, high numerical aperture (NA) objectives to be used. High NA objectives are essential for maximizing the amount of light that is captured and thus improving the signal-to-noise ratio, which is always an issue with fluorescent imaging. High NA objectives are also important for capturing thin optical sections with confocal and 2-photon imaging. And, finally, zebrafish embryos develop freely outside the mother in water. This makes it much easier to culture fish embryos during time-lapse imaging than embryos such as mouse which develop in utero.

14.3.3 Imaging
We will first discuss imaging because it is essential for the people analyzing the images to fully understand the entire process of obtaining the images. Often a
problem that might take six months to address using image analysis can be fixed easily at the time of image acquisition. Likewise, the biologist might spend six months trying to optimize the imaging, when the images are already sufficient to answer the biological question given the right image analysis algorithm. But for this to happen, it is essential for the biologist to understand the image analysis problems, for the computer scientist to understand the imaging process, and for the two to communicate closely.

14.3.3.1 Microscopes

There are a variety of methods for generating contrast in optical microscopy, but the most important mechanism by far is fluorescence. Fluorescent microscopy relies on the process of fluorescence in which a molecule termed a fluorophore absorbs a photon of light causing an excited electron state. This energy is held on to for a short amount of time (typically 1–20 nanoseconds), during which some of the energy is lost to molecular vibrations/rotations. The excited electronic state then relaxes to the ground state and loses the energy by emitting a photon. Since some of the energy has been lost, the emitted photon has less energy than the absorbed photon, and thus the emitted photon is red-shifted (has a longer wavelength) relative to the excitation photon. This difference in wavelength (Stokes shift) can be used to separate the excitation light from the emission light through the use of filters and dichroic mirrors, resulting in an image with high signal (fluorescent emission photons) to background (reflected excitation photons). Another advantage of fluorescent microscopy is that there are fluorescent dyes covering the entire visible and near-infrared spectrum, which allows multiple fluorescent markers to be used simultaneously and their signals separated into different channels of the image based on their color. Fluorophores can be localized within a biological specimen in different ways. Some organic dyes naturally bind to DNA or membranes because of their structure, allowing for fluorescent labeling of nuclei and membranes, for example. Fluorescent dyes can also be attached to antibodies (either directly or through a secondary antibody) that recognize a particular biological structure. One of the most important breakthroughs in fluorescent microscopy is the development of genetically encoded fluorescent proteins such as green fluorescent protein (GFP) [24]. GFP is a protein originally isolated from jellyfish that allows them to “glow” by emitting green light. In jellyfish the energy to excite GFP comes from a bioluminescent protein called aequorin, but in fluorescent microscopy this energy can be supplied simply by shining blue light on the sample. GFP-like proteins with different spectra have now been isolated from a number of other marine organisms. These variants, along with laboratory-engineered enhancements of these proteins, cover the spectrum from blue to near-infrared in their emission, allowing several different FPs to be imaged simultaneously.

In addition to FPs, the other significant development in fluorescent microscopy is confocal and 2-photon microscopy [9]. These are both types of fluorescent microscopy that allow volumetric imaging of tissue to be performed through the acquisition of stacks of “optical sections” taken at sequential focal planes. The main advance in both forms of microscopy is the ability to eliminate out-of-focus light
such that the focal plane is selectively imaged. Confocal and 2-photon microscopy achieve optical sectioning using different principles. In confocal microscopy, a “pin-hole” aperture is placed conjugate to the focal plane and serves to physically block most out-of-focus light. Two-photon microscopy relies on the principle of 2-photon excitation in which 2 photons, each of half the normal excitation energy (and thus in the near-infrared), are absorbed by a fluorophore nearly simultaneously, causing the fluorophore to be excited to the same electronic state as if a single more energetic photon had been absorbed. The chances of 2 photons being simultaneously absorbed is proportional to the square of the concentration of photons, and the concentration of photons is proportional to the inverse square of the distance from the focal plane (imagine a cone of light with its tip at the focal plane). The chances of 2-photon excitation thus fall off as the fourth power of the distance from the focal plane, so with the proper amount of excitation light, fluorescence is practically limited to the focal plane. It is also possible to achieve 3-photon or greater fluorescent excitation, so this approach is sometimes generically called multiphoton fluorescence microscopy. Since both approaches achieve the same goal of optical sectioning, and they are often both implemented on the same microscope, they are commonly referred to collectively. In the Digital Fish project, we are using both confocal and 2-photon microscopy. Confocal has better resolution, and the lasers used for excitation are cheaper and cover a wider spectral range. Two-photon imaging has better depth penetration and less phototoxicity.

14.3.3.2 Labeling

In order to generate an image with fluorescent microscopy, it is necessary to “label” the sample with a fluorophore. Fluorescent organic dyes can be used, but it is difficult to target them to specific structures, difficult for the dyes to penetrate tissue, and they can be toxic. Antibodies can be used to direct fluorescent dyes to very specific targets, but generally only in fixed (dead) tissue. The most powerful method of labeling specimens and the principal method used in the Digital Fish project is using fluorescent proteins (FPs). Since FPs are genetically encoded, the specimen itself can be made to produce the label. This avoids problems with label penetration, and importantly the specimen does not need to be killed in order to be labeled, allowing for in vivo, time-lapse imaging. Genetic encoding also permits a great deal of power in engineering fluorescent protein labels, since standard techniques in molecular biology allow for routine and precise alteration of DNA. The FP itself can be engineered to be brighter, different colors, switch colors in response to light, or even alter its output based on Ca++ concentration, voltage, or binding to other proteins [15]. When and where the fluorescent protein is produced can also be genetically programmed. Pieces of DNA called enhancers that control what tissues genes are expressed in can be isolated and used to express an FP only in a specific tissue. This process involves connecting the piece of DNA that contains the enhancer to the piece of DNA that encodes the fluorescent protein and then inserting this construct into an organism to generate a “transgenic” organism. It is also possible to use FPs to label not only specific tissues, but also specific regions of a cell. Since FPs are genetically encoded, the gene encoding the FP can be placed “in
frame” with the gene encoding a protein of interest such that now a single protein is produced. Such FP fusion proteins often retain the function and subcellular localization of the protein of interest but are now fluorescent. Transgenic organisms can be made using both an enhancer to drive tissue-specific expression and a fusion protein to direct subcellular localization. Such a transgenic organism allows both expression and localization to be read out in a living organism.

In the Digital Fish project we are making wide use of a type of transgenic zebrafish called a FlipTrap as discussed earlier. FlipTraps express FPs with both tissue specificity and subcellular localization, but they do so using a slightly different approach (Color Plate 21). Rather than using an extra copy of an enhancer and protein-coding region, FlipTraps “trap” the endogenous elements of DNA to generate a fluorescent fusion protein. This approach is advantageous because it ensures that all of the necessary regulatory elements are present, which can be difficult with an isolated enhancer. It also allows the FP fusion protein to be expressed at the same levels as the endogenous protein, since the FP fusion protein is expressed from the endogenous gene rather than an extra copy. As a result, the number of molecules of the trapped protein can in principle be measured using fluorescent imaging. A disadvantage of FlipTraps is that they are made by randomly inserting a DNA vector into the genome and then screening for expression. We intend to generate a large collection of FlipTraps as part of the Digital Fish project, but if a particular gene wants to be studied and is not in this collection, then the former transgenic approach must be used. Since FlipTraps are expressed at endogenous levels that can be low, signal to noise is also a concern.

FlipTraps mark the expression of a single protein in yellow. This protein may only be expressed in a small subset of cells. In order to stain the rest of the embryo and provide segmentation markers for tracking cells, we routinely use other colors of fluorescent proteins to mark the nuclei and membranes. We use a fusion protein of histone H2B with a fluorescent protein such as cerulean to mark the nuclei cyan and a membrane localized fluorescent protein such as mCherry to mark the membranes red [23] (Figure 14.2). This dual color strategy for segmentation labels is useful for several reasons. The histone-FP marks the nuclei, which can be used for tracking. However, in some tissues there is very little cytoplasm, causing adjacent nuclei to appear to touch—making segmentation difficult. By subtracting out the signal from the membrane-FP, the nuclei are much better resolved and easier to segment (Figure 14.2). The membrane-FP also shows tissue morphology very nicely and the histone-FP allows cell divisions to be tracked (Figure 14.2).

14.3.3.3 Image Acquisition

After choosing a microscope and labeling the specimen, the next step is to actually acquire the images. A number of dimensions must be acquired. Since biological circuits function over time, many questions in systems biology require the use of time-lapse imaging in which the specimen is repeatedly imaged over time as a biological process occurs. This requires successfully culturing the specimen while it is being imaged, which isn’t easy but can be done for bacteria, cell culture, and zebrafish embryos, for example. The time scales will vary depending on the
biological problem, but a frame rate on the order of minutes over a period of several hours is required to study things such as cell movement and biological circuits involving transcription/translation. Faster imaging is required for signaling involving Ca++ or phosphorylation changes. For studying single cells in a dish, wide-field (i.e., not confocal/2-photon) imaging can be used resulting in \textit{xyt} images. However, for tissue or embryos, it is essential to use confocal/2-photon imaging to remove out-of-focus light. The thickness of the optical section depends on the numerical aperture of the objective, but for a high-quality objective (>1.0 NA) optical sections can be <$1.0 \mu\text{m}$. However, optical sections get thicker quickly as the NA of the objective lens drops or the confocal pinhole is widened. By capturing an image at a number of adjacent focal plans, a stack of optical sections can be captured that represents the volume of the sample. By convention, the plane parallel to the focal plane is referred to with the coordinates \(x\) and \(y\), while the axis perpendicular to the focal plane (parallel to the optical axis) is termed the \(z\)-axis. A single image stack is thus an \textit{xyz} image. \textit{Z-stacks} can also be captured repeatedly over time to create an \textit{xyzt} image. An important consideration about confocal/2-photon imaging is that the resolution along the optical axis is poorer (half as good at best in practice) than the resolution in the focal plane, so the \textit{xyz} images are anisotropic. Since several different fluorophores can be used to label a specimen, images can also contain multiple channels corresponding to the different color labels. These colors can also be thought of as an extra dimension of the image. Thus, a typical image set for studying systems biology in embryos will have a few colors, tens to hundreds of \(z\)-sections, and a few hundred time-points.

One goal of the Digital Fish project is to be able to image entire zebrafish embryos at single-cell resolution. Currently the objectives that provide sufficient resolution for single-cell imaging cannot image the entire embryo in one field of view. However, through the use of a motorized stage, we can tile across the embryo to generate a montage that does capture the whole embryo at high resolution, and this can be repeated over the \(z\)-axis and time. We also eventually want to scan in the embryonic expression patterns of thousands of FlipTraps. To achieve the throughput necessary for this goal, we can image arrays of embryos arranged in a row/column format (embryo arrays) all at the same time. In summary, the dimensions of our images can include any of the following: \(x\), \(y\), \(z\), time, color, \(x\)-tile, \(y\)-tile, row, and column (Figure 14.3).

Another goal of the Digital Fish project is to achieve “systematic” imaging. Microscopy is often done by imaging different embryos from different orientations, at different stages of development, with different microscope settings, and different labeling conditions. These differences make it very hard to compare results between experiments. Biological imaging also typically only covers a subset of developmental time and space (whatever tissue or developmental stage the biologist is interested in). This make it difficult to extend results obtained from one tissue to another tissue. It also makes it impossible to look for higher-level patterns. There are several aspects to achieving systematic imaging. One is standardization. We have developed techniques (e.g., embryo arrays) that allow zebrafish embryos to be mounted in a standardized, reproducible method yet still develop normally such that they can be continuously imaged from the same orientation. Thus, images at
the same coordinate (z, time, and so on) from one embryo are very nearly the same part of the body as in another embryo. Another aspect of systematic imaging is achieving comprehensive data. Embryo arrays allow us to tile across zebrafish embryos to image the entire embryo (all of space) and allow for continuous imaging for all of embryonic development (all of time). By imaging a large number of FlipTraps, we also hope to achieve fair coverage across the genomic dimension. An important goal of the Digital Fish project is to fill in our knowledge of the “molecular data universe,” which describes the expression levels of all proteins
as a function of developmental time, anatomical place, and subcellular localization. High-resolution knowledge of this universe would tremendously facilitate understanding biological computation by allowing systems biologists to discover the functions that relate the expression of each protein to other proteins. As Flip-Traps can also be used to generate genetic mutations, we want to take this same systematic approach to phenotype.

Image acquisition also raises some practical issues. One is the large size of the image sets. As an example, a typical in toto image set today might contain $1,024 \times 1,024$ pixels, three colors, 100 z-sections, and 500 time-points, making for 150 GB at 8 bits/pixel. This size will continue to increase when embryos are tiled or multiple embryos are imaged. For example, when microscopes become fast and sensitive enough to image an entire embryo throughout embryogenesis at single cell resolution, this data set will be $\sim 2$ TB uncompressed. The large size of these image sets makes them difficult to store, process, and visualize. Another practical issue is that time-lapse imaging of living embryos must be done in a limited amount of time, creating what can be thought of as “envelope.” Using a microscope of a given sensitivity (detected photons per unit time), the user must choose how to use the available photons: how far apart to make the z-sections, how many z-sections to capture, how far apart to make the time points, how many pixels wide should the images be, how long to integrate the signal at each pixel (this determines signal-to-noise ratio), and color separation. Improving any one of these attributes must come at a cost for one or more of the others. From an information theoretical perspective, there is only a certain bit rate of information that the microscope can provide, and the user must chose how to use this information—to get better signal-to-noise $xy$ images, better $z$ resolution, and so on. The bit rate can be improved by turning up the laser power, but this can cause photobleaching of the fluorophore and phototoxicity to the embryo. It is important for the person doing the image analysis to understand these tradeoffs, because the imager can easily redistribute how the bits are used if they are not needed in one area and would be more useful elsewhere.

14.3.3.4 Images in the Real World

Images in the real world of fluorescent imaging are very different from the starting point of much image analysis theory. Image analysis and signal processing theory often starts with the idea that “ground truth” is a continuous signal that is then “corrupted” by the sampling process of digital imaging. Subsequent steps in image processing rely on this assumption to try to reconstruct the underlying information in the image. In the real world, both matter and light are discrete. Images are formed by measuring a discrete number of photons from a discrete number of fluorophores. This number is often quite low with fluorescent imaging, and in the extreme it can be 1. Various approaches in fluorescent imaging allow single molecules to be imaged, although tricks must be used to overcome the inherent noise [24]. The quantum nature of fluorophores can even be used to advantage to spatially localize a signal with much greater resolution [16] than the diffraction limit given by Abbe’s law, which treats light as a continuous wave. The quantum
nature of light can also be used to improve signal to noise using a technique
called photon counting, which basically assumes that the signal must be an integer
multiple of some quanta. The discrete nature of matter in fluorescent imaging
is most important when it comes to understanding signal to noise. Fluorescent
imaging is almost always photon starved. Each pixel in an image corresponds to
a small number of fluorophores giving off a small number of photons, leading to
what is called Poisson noise or shot noise. Poisson noise refers to the fact that as
a smaller number of events are observed, random fluctuations in the occurrence
or detection of those events become a larger proportion of the number of events
detected. This noise is proportional to the square root of the signal, so when the
signal is small the signal-to-noise ratio can be quite poor. The presence of Poisson
noise in fluorescent images is fundamental and generally unavoidable, and thus
should not be ignored in any image reconstruction theory such as deconvolution,
spectral unmixing, or image restoration. It is also a fact of life for segmentation
and registration, and one of the critical variables that must be tested to measure
the performance of these algorithms.

14.3.4 Image Analysis

The image analysis goals of the Digital Fish Project touch on many of the commonly
studied problems in the image analysis community, although with some added
twists that make things both more interesting and more challenging. These include
image montaging; deinterlacing/denoising; segmentation and tracking of cells as
they move and divide; quantitation of the geometry and topology of tissues, cells,
and subcellular compartments; quantitation of fluorescence levels and number of
molecules within cells and subcellular compartments; and automated annotation
of cell type/tissue type/subcellular distribution. In addition to these pure image
analysis goals, there are also strong needs for visualization, data analysis, and data
registration/integration, which we will discuss separately.

14.3.4.1 GoFigure

We are developing a software application called GoFigure [26] to address the
image analysis needs of the Digital Fish Project. The goal of GoFigure is to be
an application that is easy enough for biologists to use yet powerful enough for
analysis of complex microscopy data for doing systems biology. To achieve these
goals it is important not only for GoFigure to utilize the most advanced image
analysis algorithms, but to implement these algorithms in a user-friendly way.
This means exposing all the parameters critical for “tuning” an algorithm such
that the users can adapt it to their images; implementing the algorithms in an
efficient, stable, and well-engineered manner; and providing a way for the user
to visualize, interact, and eventually enhance the results of the automated algo-
rithms. All this, of course, should be provided as an integrated and easy-to-use
application.

GoFigure has been under development for a few years. It is currently based on
Windows MFC for the GUI, the Visualization Toolkit (VTK) for visualization,
MySQL for data management, and custom developed segmentation code. We are currently transitioning GoFigure away from MFC, making it cross-platform. We intend to leverage the NA-MIC kits (VTK for visualization, KWWidgets for the GUI, and the Insight Segmentation and Registration toolkit (ITK) for segmentation/registration) to help that transition, keeping other core features, such as remote-database access and storage and practical user interactions, to meet our specific goals. These software libraries as well as GoFigure itself are all open-source with BSD-style licenses.

We intend GoFigure to be usable by most biologists “out of the box,” as an integrated application, but we also anticipate that there will be a number of users who wish to add their own modules to meet their specific needs. We also think that some features of GoFigure could be of interest for other researchers who would not require a full application, or whose goals could be quite different from what GoFigure is made for. We have thus decided to provide all of GoFigure’s features separately as components of the NA-MIC kits, for other researchers to use them as building blocks of their own problem’s solution or to use the GoFigure application as a framework for incorporating their own modules. For other users who will request it, we will provide data access, a developer mailing list, a Web site, and email support to encourage community-based software development. We hope this “tapered” approach will benefit as many users as possible at all levels of expertise.

14.3.4.2 Montaging

One image analysis challenge we face in the Digital Fish project is stitching together images from adjacent tiles to create one large montage image. Capturing high-resolution images requires the use of objectives with a high numerical aperture. Such objectives typically have a high magnification and small field of view. If the object of interest does not fit within the field of view, then a motorized stage on the microscope can be programmed to tile across the specimen. For example, to image the entire zebrafish embryo with a 40X objective, it is necessary to use a $2 \times 3$ to $4 \times 6$ array of tiles. Each tile would typically be a z-stack of tens to hundreds of images, which is captured before moving to the next tile. Several sources of image artifacts can make montaging difficult. One is that the focal plane of many microscope objectives is not perfectly flat—rather it curves up at the edges—leading to problems with rigid montaging. It is also useful to minimize the required amount of overlap between images to allow the use of fewer tiles and faster image acquisition times. Another issue is that there can be bleaching during image acquisition, especially at the overlapped regions, leading to nonuniformities in image intensity. The biggest challenge in montaging z-stacks of developing embryos is that since adjacent tiles are captured a few minutes apart during which time the embryo has been developing, the actual image content of the overlapping regions can differ. There are two basic types of movement that can occur—tissue movement and cell movement. With tissue movement, all of the cells move coherently due to normal forces of morphogenesis. With cell movement, individual cells can migrate in different directions and speeds from each other and the surrounding tissue. Typically cells might be moving at a few micrometers per
minute, and each image might be 250 micrometers on a side captured every few minutes.

14.3.4.3 Deinterlacing/Denoising

Confocal and 2-photon are both forms of laser-scanning microscopy, which refers to the fact that the images are formed by raster scanning a focused laser across the specimen to form an image pixel by pixel. Laser scanning is typically accomplished using tip and tilt mirrors attached to two galvanometers to perform x and y scanning. The y mirror must be driven at a frequency equal to the imaging rate (∼1 Hz), while the x mirror must be driven at a rate equal to the y scan rate divided by the number of lines across the y dimension (∼1 kHz), which is near the physical limit of the galvanometer. In order to increase the imaging rate, bidirectional scanning can be used in which image data is captured on both forward and backward passes of the laser. However, hysteresis in the travel of the mirror and lags in the data acquisition electronics can cause a misalignment of the lines.

Noise is also a fundamental problem, as discussed earlier. Poisson (shot) noise is present in many fluorescent images due to the small number of photons that contribute to each pixel. There is also noise introduced by the detectors (e.g., photomultiplier tubes), amplifiers, and analog-to-digital converters used to detect fluorescent photons. Taken together, it is often important to perform deinterlacing and denoising or image reconstruction as a prefiltering step before further steps in image analysis.

14.3.4.4 Cell Tracking/Segmentation

One of the most important tasks in image analysis for in toto imaging and the Digital Fish project is tracking cells as they move around and divide to form the developing embryo. Cell tracking is essential for a number of types of analysis in biology. In the area of cell and developmental biology, cell tracking is important because it can be used to determine cell lineage patterns. Understanding cell lineage trees can be quite informative for understanding how various cell types form and for defining stem cells. For systems biology applications, cell tracking is essential for performing longitudinal analysis. If you want to understand what a biological circuit is doing over time at the single cell level, then you have to be able to track cells (e.g., with fluorescently marked circuit components) over time, as discussed in Chapter 10. The timescale of biological computation is often slow enough that it is necessary to track cells over multiple rounds of cell division to watch the circuit function.

Cell tracking is basically a challenge in segmentation but at multiple (and linked) dimensions. For the Digital Fish project, there are three important dimensions—3-D (xyz), 4-D (xyzt), and 4-D + cell-division. At the level of 3-D, the goal is to uniquely and individually segment every cell in a volume of tissue such that each cell is recognized as separate from all other cells. Segmentation can be done using the nucleus of each cell rather than the whole cell. Nuclear segmentation tends to be easier, since nuclei have a simpler and more uniform shape (ellipsoid) than whole cells. Nuclei are also further apart from each other compared to whole
cells, since nuclei are separated by cytoplasm and cell membranes whereas whole cells are adjacent to each other. The level of 4-D is for tracking the path that cells (or nuclei) move over time. Four-dimensional segmentation can be accomplished by first segmenting the cells in 3-D and then linking these segmented objects over time. Alternatively, the segmentation can be done directly in 4-D, which should be able to better handle noisy images. And finally to form lineage trees, it is necessary to segment cells across cell division (mitosis). Again, this can be done by linking 4-D segmented objects across cell division or through direct segmentation at the level of 4-D + cell-division. The histone-FP label we use generates characteristic “bar-shape” nuclei at mitosis, which should facilitate tracking over cell divisions (Figure 14.2). Since cell division always converts one mother cell into two daughter cells, cell lineage trees take the form of a binary tree. In addition to a cell dividing to form two cells, a cell can differentiate (and thus become postmitotic) or die.

Cell death (apoptosis) is a normal process in the development of many tissues. As a result of cell differentiation and death, different branches of cell lineage trees can have different depths.

14.3.4.5 Discrete Geometry and Topology

The geometry and topology of cells and subcellular compartments is important for several aspects of the Digital Fish project. Some segmentation algorithms (e.g., discrete active contours) require a discrete representation of the surface of the objects to be segmented. For such algorithms, it is important to have a robust and efficient data structure for representing and processing the geometry and the topology of the surfaces [27, 28]. Even when not required for segmentation, it is necessary to convert segmented objects to a discrete representation for many downstream steps. Discrete representations are important for storage and transmission of segmented objects. GoFigure stores segmented objects in a MySQL database that can be accessed over a local network (and the Internet in the future), so compact methods to represent geometry and topology are beneficial. Once cells are defined by a discrete surface, they are also easier to visualize relative to volume rendering the raw images because of noise and uneven intensities in the raw data and faster processing of surfaces. Geometry and topology are also important for modeling. For mechanical modeling of tissue, it is important to use a representation that supports the method being used, such as finite element analysis. Cell geometry and topology will also be important in the next generation of models of cell signaling. Some signaling can only occur between juxtaposed cells, and other signals have a limited range of diffusion. To understand the computation occurring in a tissue, it will be important to model the shape of individual cells and their relative amounts of cell membrane and neighbor relationships. Ideally, the representation of cells for the Digital Fish project would also take into account the linkage of cells across 3-D, 4-D, and 4-D + cell-division as described earlier. Going from 3-D to 4-D is still a matter of ambient space, but taking into account cell subdivision modifies the topology of the object. Such a representation has the potential to be more compact and perform better on tasks such as data retrieval, data traversal, and discrete surface processing altogether. An ideal representation will also allow rapid calculation of
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determines and topological properties of each cell, such as volume, surface area, curvature, Euler characteristics, speed, displacement, and cell cycle rate.

14.3.4.6 Quantitation of Fluorescence/Localization

A major goal of the Digital Fish project is to quantitate the expression of a large number of proteins (>1,000) at cellular resolution across the space and time of embryogenesis. As discussed earlier, FlipTraps produce endogenously expressed fluorescent fusion proteins that can theoretically be used to measure the number of molecules of the protein in each cell and even in different subcellular compartments. This has been done successfully in yeast [29], but to move it up to zebrafish a number of potential caveats must be understood (and perhaps modeled), including shot noise, bleaching, scattering, and absorption. Segmentation of cells and subcellular compartments is the preferred method for quantitating where a signal is coming from, but there are also approaches that do not rely on a previous segmentation. For example, with the membrane/nuclear labels we are using, the nucleus, cell membrane, and cytoplasm of a cell can be segmented, and these masks are used to quantitate the level of fluorescence within each of these subcellular regions (Figure 14.2). However there are many additional organelles and regions of a cell. Fluorescent proteins can label these regions and can be used to measure subcellular localization by colocalization, but their routine use for in toto imaging is impractical due to limits on the number of colors that can be simultaneously used. An alternative approach is to use image content directly to quantitate the subcellular localization pattern by looking at sets of texture features from intensity to spatial frequency and higher order moments [30].

14.3.4.7 Annotation of Cell/Tissue Type

Once cells have been segmented and fluorescence levels quantitated, it would also be useful to know the identities of the cells and tissues. Different tissues and different types of cells have characteristic shapes, positions, cell movements, and lineages. For the Digital Fish project, the challenge is to accurately and automatically annotate cells and tissues with their proper type (e.g., motor neuron, photoreceptor cell) using the information that is available. This information is principally the results of the cell segmentation/tracking using the membrane and nuclear labels. Automatic annotation is important for both describing expression patterns (e.g., FlipTrap fluorescent fusion proteins) as well as for describing phenotype (e.g., FlipTrap conditional alleles). Annotation of expression patterns should be simpler, since the anatomy/morphology marked by the membrane and nuclear labels is consistent and normal (wild type). Automatic annotation of phenotype is also wanted but more challenging, since the anatomy will vary between mutant and wild type embryos. However, if we are able to capture a complete timelapse of the development of a mutant embryo using in toto imaging, then we can roll back the clock until the mutant embryo is anatomically wild type. The difference between wild type and mutant as the
timelapse is then played forward can be used to quantitate and annotate the phenotype.

14.3.5 Visualization

Visualization is key to the Digital Fish project simply because of the huge amount of data that is being dealt with. Image sets can have 100,000 or more images spread across x, y, z, time, multiple tiles, and multiple embryos. And segmented cells can number even higher in numbers and are also spread across multiple dimensions including 3-D, 4-D, and 4-D + cell-division. Visualizing such large, multidimensional data sets is difficult yet essential for not drowning in the data. Ideally visualization would allow raw images to be volume rendered and explored across different higher dimensions at varying levels of resolution from the whole embryo to single cells. Segmented data can then be overlaid on top of the raw data, which is essential for verifying the quality of the segmentation and for providing biological context to the processed data. It is also important to link data across multiple dimensions and multiple views. For example, if a cell in 3-D is selected, then its corresponding track and lineage over time should also be highlighted in the render window, and the cell’s properties should be displayed textually in another window [26, 31].

14.3.6 Data Analysis

There is also a lot of possibility for higher-level data visualization and analysis in the Digital Fish project, since we hope to produce data with unprecedented resolution and coverage. Just as the genome projects opened up a new frontier in the bioinformatics of genome-wide sequence analysis, we hope that the Digital Fish project will create new opportunities for the bioinformatics of embryo-wide expression and phenotype analysis. For gene expression, it will be important to develop quantitative approaches to see how expression of a gene changes over time, how protein subcellular localization varies over time and space, how expression differs between different genes, and how all of this relates to the development of the embryo and the underlying genomic sequence. Likewise for phenotype, it will be important to get a quantitative metric of morphology for comparing two different 4-D digital embryos, for relating phenotype to the expression of the mutated gene, and for linking phenotype to the underlying genetic circuit. These challenges are in many ways more bioinformatics than pure image processing, but since the underlying data have a well-defined spatial and temporal ordering like image data, we anticipate that this aspect of the Digital Fish project will also benefit from insights from the image analysis community.

14.3.7 Registration/Integration, Reference Atlas

The ultimate goal of the Digital Fish project is to produce a digital fish. The digital fish will be both an anatomically organized warehouse of molecular data as well as a platform for developing computer models on. The warehouse aspect of the digital fish will incorporate expression patterns and phenotypes from a large number
of genes (perhaps thousands). Since we are limited to imaging only a few colors at a time, we will scan in expression patterns and phenotypes basically one gene at a time. This means we will need to integrate data from thousands of embryos onto a standard framework to allow for comparison. There are several ways to integrate the data. The integration problem can be approached as an image registration problem. Since we will attempt to capture all the raw images in a standardized fashion, each xyzt in toto image set of a developing embryo should be sufficiently similar that the nuclear and membrane channels can be used for 4-D registration. It may also be possible to perform the registration on the segmented data. This can be done simply by treating the segmented data as a 4-D image, but better yet it would also incorporate knowledge of the lineage tree and knowledge of cell type/tissue type annotation to do the registration. Importantly, the exact number and position of cells varies from embryo to embryo, so integration techniques must be robust to this noise. Ultimately, all of the expression and phenotype data should be incorporated onto a standardized “reference fish” that also incorporates anatomy and links to other bioinformatic resources and atlases. Interfaces to the data warehouse must be provided to allow others to develop models of developmental processes based on data in the digital fish.

14.4 Bridging the Gap

14.4.1 Open Source

There exists a large gap between the image analysis community and the cell, developmental, and systems biology communities. Making code open source is important not only because it is ethically responsible scientific practice, but also because it helps bridge this gap. Open source code is essential to scientific publishing, so that others can review, repeat, and build upon the work. Publish means “to make public,” so without the code it’s not really publishing. Some will argue that as long as the algorithms are adequately described in the paper, then that should allow for others to reproduce the work and is thus sufficient for publishing. That may have been true once upon a time but is not in line with current realities for several reasons. One is that for many algorithms the details are very important—without tweaking the parameters just right, the algorithm won’t work. The same is true in the “wet” world of biology, where many papers publish very abbreviated protocols that leave others to waste countless hours and money working out the details that could have easily been provided by the biologists attaching their protocol as supplementary data. Another reason is that current research is very complex. People using work from a paper are unlikely to be using just that single algorithm. They will likely be pulling together many different algorithms to do something useful. Hand coding every algorithm from scratch would greatly slow down progress. A third reason is that current research is more and more multidisciplinary. People from outside your narrow field of research might be interested in your algorithm. Having a working example greatly simplifies this interdisciplinary connection. And the final reason is selfish. If you want your ideas to live on and be used, then make your code open. If you want your ideas to die in a dusty journal on a library
shelf, then don’t. Given the choice between two similarly performing algorithms, the first of which is in a journal only and the second of which is well-engineered, well-documented, well-supported open source code, the user is always going to choose the latter. It is important to keep in mind the point of research in image analysis. Is it to come up with yet another “novel” [32] method using the same toy images to solve a problem that has already been solved for those images, or is to analyze real images in some way that practically benefits research?

There is more to open source than just making the source code available. It is not enough to just dump your poorly designed, poorly engineered, undocumented spaghetti code onto a Web site. The goal of open source code is to be readable, reusable, and extensible by others, so all of those good software engineering practices really do matter (descriptive variables, modular design, clean interfaces, clearly commented, properly formatted, thoroughly debugged, and so on). Your code should be written with other users in mind from the beginning, just as a lab notebook should be written such that is readable and repeatable by other scientists.

14.4.2 Traversing the Gap

Systems biology and image analysis are two complex, difficult-to-master fields on their own. Becoming an expert in one leaves little time to master the other. The available training programs and mentorship for these two fields also overlap very little. As a result, there is a large gap between these communities. Although the metaphor most commonly used is “building a bridge” across this gap, I think the more accurate image is “trekking across the traverse.” These two communities are well established in their own right, but the best connections between these fields are not yet known and are a matter for future research to figure out. Long before a bridge is built in the real world, numerous possible routes are explored by pioneers. The wilderness must first be conquered, then trails established and slowly improved to roads over the preferable routes, and only then can a bridge be designed and built. Once the bridge is built, it is easy for the masses to cross it, but I think there is a lot of pioneering research to be done before that point is reached. What this means is that we cannot all sit back and wait for the bridge to be built. Those of us who are interested must go out and forge routes through the jungle between these communities. It will not be easy or straightforward, especially done alone. I think the best way forward is to send expedition parties ahead comprised of people with a mix of backgrounds in computer science and biology such that they compositely have the skills to navigate this unexplored territory. It is only by trekking together that biologists and computer scientists can traverse the gap across this vast and exciting frontier.

14.5 Conclusions

It is an exciting time to be doing biology. The knowledge we have accumulated through decades of research in molecular and cellular biology now promises to be united into a systematic understanding of how the genome programs the formation and function of embryos and organisms. New approaches using GFP transgenics
and microscopic imaging are poised to play a key role in achieving this goal. However, realizing the full potential of microscopic imaging for doing systems biology will require significant progress in image analysis. We are quite hopeful that through cooperation between the image analysis and systems biology communities, these interesting challenges can be overcome and the promise of imaging-based systems biology can be realized.
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CHAPTER 15

Quantitative Phenotyping Using Microscopic Images
Kun Huang, Kishore R. Mosaliganti, Lee Cooper, Raghu Machiraju, Gustavo Leone, and Joel Saltz

15.1 Introduction

One of the major challenges in modern biology is to quantitatively characterize microscopic features in 3-D space with high resolution and elucidate the relationship between the morphology of these features with specific phenotypes. This spatial resolution is crucial for a complete description of the cellular and tissue morphology, which is essential for understanding genetic functions, as observed in many areas such as cell and cancer biology. At this microscopic scale, phenomena are numerous: cancer initiates in the tumor microenvironment based on complicated interactions among epithelial cells, immune cells, fibroblasts, and extracellular matrix; organs develop in the embryo involving extensive signaling and transformation of different types of cells; and the change of neuron spine morphology is associated with the process of learning.

With advancement in imaging techniques and computer sciences, such as image analysis and computer vision, it is now possible to characterize these features at micron resolution. While the current microscopic imaging technology provide only 2-D images, techniques such as confocal and multiphoton microscopy can capture the 3-D structures of the specimens by yielding a stack of serial 2-D images. In addition, there is a long history of using 2-D histological sections to reconstruct 3-D structures using various image registration and segmentation algorithms in the bioengineering and pathology communities [1-21]. Nevertheless, given that structures of biomedical samples are heterogeneous, and anisotropic, we are still facing challenges for not only aligning 2-D images but also clearly annotating and elucidating the 3-D anatomical structures and cellular (even molecular) distributions. In this chapter, we present an algorithmic framework for 3-D visualization and reconstruction of cellular data from microscopy images. Our goals require us to achieve reconstruction at a cellular level in the presence of serious under-sampling.

Previously, in [22], we described a pipeline to visualize histological stacks derived from the mice placenta organ. The emphasis therein was not on reconstructing the cellular geometry. However, we exploit the same workflow as shown in Figure 15.1 for that study with extensions in almost every step. As we will discuss in the rest part of this chapter, obtaining 3-D cellular reconstruction is not only about image registration, which aligns 2-D images in 3-D space. It requires new algorithms for image segmentation, registration, visualization, and quantification. Moreover, interactions between image segmentation and registration steps are essential for the success of our framework. While the reconstruction of cells depends
Figure 15.1 The image processing workflow for reconstructing and quantitative morphometric analysis of serial microscopic images.

on accurate registration between consecutive images, image registration also relies on segmentation of features including tissues and cells. As shown in Figure 15.1, in this chapter we will introduce our work in four major areas: segmentation, registration, visualization of cellular structures in 3-D, and quantification. Relevant application context is described in Section 15.2. In Section 15.3, we introduce a novel image segmentation framework for biomedical tissues. The key for this technique is to treat different types of tissues as different biomaterials and then distinguish them using stereoscopic features for characterization of microstructures such as N-point correlation functions. This framework, which is derived from material sciences, has been shown to be highly successful in segmenting challenging microscopic images. With the segmentation of the tissue or structure of interest, we need to further segment individual cells. Currently, the segmentation of overlapping nuclei in a biologically consistent manner is an active topic of research. There is a plethora of reported work that uses morphological operators and application/modality-specific features. These approaches are not often generalizable. In Section 15.4, we describe our algorithm, which contains a level set–based coarse segmentation followed by an extensive view of the centroidal Voronoi tessellations (CVTs) scheme. Then in Section 15.5, we discuss the problem of image registration in several scenarios, including both rigid and nonrigid cases. With accurate image registration and cellular segmentation results, we still face big challenges in rendering the 3-D atlas of the cellular distributions. A 3-D visualization/reconstruction algorithm may only be deployed when the dataset is registered, has sufficient sampling resolutions in all the dimensions, and presents sufficient continuity in colors, gradients, and illumination. Hence, direct volume rendering using transfer functions has limited scope of application. We describe our volumetric rendering schemes in Section 15.6 for all the applications. Finally, since the ultimate goal for 3-D reconstruction is to carry out quantitative analysis...
on the samples, in Section 15.7, we present the quantitative analysis and results for our applications.

Since our work is motivated by and developed for three large-scale biomedical studies, the algorithms will be presented in the context of these applications. Nevertheless, the theory and algorithms are generalizable, since our applications are very representative in many aspects that cover both histological images and confocal microscopy. For all the sections, the related work will be reviewed in each relevant section.

15.2 Relevant Biomedical Applications

The focus of this chapter is to present algorithms and solutions for several key technical issues in developing 3-D models for quantification purposes. The biological applications include a 3-D morphometry study on the role of the retinoblastoma gene (Rb) in mouse development, the role of the tumor suppressor gene PTEN in the development of breast cancer, and the 3-D reconstruction of cellular structure of zebrafish embryo. Here we briefly describe these applications.

15.2.1 Mouse Model Phenotyping Study: Role of the Rb Gene

The goal of this project is to examine the morphological effects of inactivating the retinoblastoma (Rb) tumor suppressor gene in mouse placental tissue. The Rb tumor suppressor gene was identified more than two decades ago as the gene responsible for causing retinal cancer (retinoblastoma) but has also been found to be mutated in numerous other human cancers. Unexpectedly, recent studies of Rb-deficient (Rb/-) embryos suggest that Rb plays a critical role in regulating development of the placenta and that loss of Rb in placental lineages causes many of the fetal abnormalities found in Rb/- fetuses. Our previous work suggested that deletion of Rb leads to extensive morphological changes in the mouse placenta, including possible reduction of total volume and vasculature of the placental labyrinth, increased infiltration from the spongiotrophoblast layer to the labyrinth layer, and clustering of labyrinthic trophoblasts. However, these observations are based solely on the qualitative inspection of a small number of histological slices from each specimen alone. In order to fully and objectively evaluate the role of Rb deletion, detailed characterization of the morphological attributes of the mouse placenta at cellular and tissue levels is essential. This capability would allow for direct correlation of cellular and tissue phenotype with Rb/- genotype.

15.2.2 Mouse Model Phenotyping Study: The PTEN Gene and Cancer

In this work, our collaborator is interested in understanding the role of the PTEN tumor suppressor gene in the regulation of normal cellular processes. Phenotyping experiments on mouse mammary models have revealed that suppression of PTEN gene leads to abnormal cellular transformations. It is the stated goal to understand the orchestrated sequence of events leading to tumor initiation and progression at a cellular as well as a molecular scale. In this context, a full-fledged spatial
reconstruction of the ductal tissue can significantly reduce the time required to generate new hypotheses regarding the cellular mechanisms. A pair of wild-type mouse mammary glands were harvested and prepared using a standard histological protocol. They were fixed in formalin, embedded in paraffin, and sectioned at 5-μm thickness using a microtome to yield about 1,000 sections per dataset. Serial sections were mounted on glass slides and scanned at 200× magnification (0.46-μm interpixel spacing) using a light microscope. The image dimensions on average were (22K×65K) in RGB format. Mammary ductal tissue is composed of concentric layers of epithelial in a matrix of extracellular material. The ducts are identified on each section as a distinct conic or quadric projection of a complex tortuous 3-D object (Figure 15.2(a)).

15.2.3 3-D Reconstruction of Cellular Structure of Zebrafish Embryo

Our collaborators at the Center of Excellence in Genomic Science at California Institute of Technology (Caltech) (Alexandre Gouaillard, Titus Brown, Marianne Bronner-Fraser, Scott E. Fraser, and Sean Megason) have initiated the Digital Fish Project, which is also reviewed in Chapter 14. Their goal is to use in toto imaging of developing transgenic zebrafish embryos to acquire digital, quantitative, cell-based, molecular data suitable for modeling the biological circuits that turn an egg into an embryo. In toto imaging uses confocal microscopy to capture the entire volume of organs and eventually whole embryos at cellular resolution every few minutes in living specimens throughout their development. 4-D image sets (x−y−z−t) with dimensions 1,024×1,024×80×60 are generated. The plan is to use in toto imaging to digitize the complete expression and subcellular localization patterns of thousands of proteins throughout zebrafish embryogenesis. We provide 3-D results from applying our methods at select time-points chosen at \( t = 0 \) (beginning) and 60 (ending). More details and a comprehensive of this application can be found in Chapter 9.

A common property shared by the three biomedical applications is that they all require the capacity for 3-D reconstruction of a large number of microscopic images. The first two studies mainly involve light microscopic images containing hundred of millions or even billions of cells. The last study uses confocal micro-

Figure 15.2 A 2-D slice of a histology-stained mouse placenta is shown. A zoomed region of interest reveals several different tissue layers that have characteristic microstructural component packing distributions.
scopic images, and the goal is to trace the 3-D cellular distribution over time. These challenging problems motivate us to develop a universal framework for processing and reconstructing the high-resolution 3-D model of biomedical samples.

15.3 Tissue Segmentation Using N-Point Correlation Functions

Tissue layers differ mainly in the spatial distributions and packing of microstructure components, such as the red blood cells (RBCs), nuclei, extracellular matrix, and background material. We algorithmically process high-resolution datasets to determine these distributions. Robust segmentation involves the discovery of feature spaces that estimate and spatially delineate component distributions, wherein the tissue layers naturally appear as salient clusters. The clusters can then be suitably classified.

Figure 15.2 shows a typical mouse placenta section that we encounter in our work. The interface between two tissue types at full resolution is marked out using a red boundary. Note the lack of a clear well-defined boundary between the two tissue types. Instead, the change is better perceived by noting the subtle changes in microstructure properties (texture) that manifests within each tissue region. Figure 15.3 shows another histology-stained section of the mouse mammary tissue that was used in our experiments. The epithelial cell lining surrounding a duct has a characteristic packing arrangement. The material surrounding the duct consists of fat cells arranged in honeycomb-like cellular matrices. Our examples serve to illustrate that the tissues are best identified by the relative packing densities and spatial distributions of nuclei, RBCs, extracellular material, and background microstructural components. We propose the use of N-point correlation functions (N-pcfs) borrowed from the material science literature [23] for image segmentation. These functions efficiently characterize the microstructure in a heterogeneous substrate [24-26].

15.3.1 Introduction to N-Point Correlation Functions

To simplify the presentation, assume the presence of only two phases in the microstructure, namely, phase 0 and phase 1. Let $p \in \Omega$ be any point in the microstructure $C : \Omega \to \{0,1\}$. Further, let $\Omega_p \subset \Omega$ be a suitable neighborhood of $p$. Consider placing an N-sided regular polyhedron with edge length $k$ and orientation $(\theta, \phi)$ in $\Omega_p$. The probability that all the N-vertices lie in phase 0 is defined as an N-point correlation function (N-pcf), $P^k_{i_1i_2...i_N}(p, \theta, \phi)$, where $i_m = 0$ for $m \in 1,2,...,N$. The subscript $i_m$ denotes the phase of the $m$th polyhedron vertex. The N-pcf for a regular polyhedron of edge length $k$ depends on its orientation $(\theta, \phi)$ and location $p$ in the microstructure. In a similar manner, other forms of the point correlation function (with auto and cross-correlation phases at the vertices) may be defined. The orientation averaged N-pcf $P^k_{ij}(\theta, \phi)$, which are of interest in this work, can be computed from the corresponding direction-dependent functions $\tilde{P}^k_{ij}(\theta, \phi)$ as follows:

$$< P^k_{i_1i_2...i_N}(p) > = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{\frac{\pi}{2}} \tilde{P}^k_{i_1i_2...i_N}(p, \theta, \phi) d\theta d\phi$$  \hspace{1cm} (15.1)
We now provide some insight into the probability measures captured by these functions. Consider the simple case of a 1-pcf, say, $P_0$. It represents the probability that a point $p$ is in phase 0. This quantity measures the volume fraction of phase 0 in the microstructure. Similarly, $P_1$ is the volume fraction of phase 1, and we have $P_0 + P_1 = 1$.

A 2-pcf is the probability of a straight line segment of length $k$ randomly placed in the microstructure such that one end is in phase $i_1 \in \{0,1\}$ and the other end is in phase $i_2 \in \{0,1\}$. For a two-phase microstructure, there are four possible two-pcfs—namely, $P_{00}^k$, $P_{01}^k$, $P_{10}^k$ and $P_{11}^k$ and:

\[
\begin{align*}
P_{00}^k + P_{01}^k + P_{10}^k + P_{11}^k &= 1 \\
P_{00}^k + P_{01}^k &= P_0; \\
P_{01}^k &= P_{10}^k; \\
P_{10}^k + P_{11}^k &= P_1
\end{align*}
\]

(15.2)
Please refer to Figure 15.4 wherein four different microstructures composed of black (0) and white (1) phases are considered. Note that each individual texture class in the image provides a unique or characteristic 2-pcf feature measure for a certain value of the separation distance \( k \). Figure 15.4 (right), a plot of the \( P_{11} \) measure for the four textures as a function of \( k \), is plotted. We observe that the four textures present characteristic signatures that enable their identification. For a given image, it is not known a priori what the values of \( k \) are. Hence, in practice, a range of values needs to be explored while estimating these functions, or, alternatively, the given image needs to be inspected for suitable separation distances among components. The set of possible integral values that \( k \) may assume is represented by the discrete set \( K \subseteq \mathbb{Z} \). The \( N \)-pcf feature descriptor for a tissue region represented by \( P_{i_1i_2...i_N}^{(k)} \in \mathbb{R}^{K \times Q^N} \) is an \( N+1 \) mode tensor.

Essentially, a \( N \)-pcf is a multivariate distribution function. To estimate this function, we resort to using Monte Carlo sampling of the material components distribution using a sliding window \( (\Omega_p) \). Conceptually, for a given separation length \( k \), one needs to create auto- and cross-histograms at every point \( p \) in the discrete image plane. To estimate the functions at \( p \), the number of samples \( (S) \) and window sizes \( (\Omega_p) \) need to be specified. The minimum window size is proportional to the maximum separation distance that the functions will be evaluated for, and the sample size is chosen to keep the variance of the measured result to a desired range.

To evaluate the 2-pcf for separation distance \( k \) and phases \( i, j \) in a region containing \( m \)-phases, we place a number of randomly oriented and positioned lines. We then count the fraction of line segments that have an end point in phase \( i \) and the other in \( j \) to give an estimate of the 2-pcf \( P_{ij}^k \).

![Figure 15.4](image) The figure shows four different microstructure ensembles composed of two-phase components, namely, phase 0 (black) and phase 1 (white). A plot of the orientation-averaged function \( P_{00}^k \) for varying \( k \) reveals different characteristic signatures.
15.3.2 Segmentation of Microscopic Images Using N-pcfs

We now list some salient aspects of our segmentation framework.

1. Identifying homogeneous phase components: At the outset, we identify the microstructural components from the RGB images using a Gaussian maximum likelihood estimation (MLE) framework.

2. Estimating component distributions: Algorithms that utilize color/image space techniques (e.g., clustering, watershed, level-set methods) for region segmentation are appropriate only when the image regions are easily separated. Texture classification algorithms are more relevant to our problem. In our datasets, tissue regions present signature packing and ensemble distributions. We treat a slice as a multiphase material wherein each tissue layer can be independently analyzed for the ensemble properties.

   In Section 15.3.1, the \( N \)-pcfs are estimated using a sliding window strategy that is applied throughout the image to yield a feature tensor at each pixel location. The tensor encodes information relevant to the spatial proximity of different components relative to each other.

3. Tensor Classification: The \( N \)-pcf features of a tissue sample are naturally expressed as \( N + 1 \) mode (order \( N + 1 \)) tensors. We decompose the tensor feature space for a given tissue type using the higher-order singular value decomposition [27] method to identify the fundamental descriptors that best explain the unique distributions spanned by that tissue type in a large functional space.

15.4 Segmentation of Individual Cells

15.4.1 Modality-Dependent Segmentation: Active Contour Models

Three-dimensional segmentation algorithms will incorrectly delineate complete cells, given the problems of undersampling that exist in the image data. We use the active contour models with a level-set implementation for obtaining an initial 2-D segmentation of the nuclei. The two key steps for the level-set method are as follows:

1. Embedding the surface: we represent a given nucleus contour \( \Gamma(t) \) as the zero level-set of the signed distance function \( \psi(x, t) \). Formally, \( \Gamma(t) = \{ x : \psi(x, t) = 0 \} \).

2. Embedding the motion: we derive the update equation (15.3) such that the motion of the zero level set has certain desired properties described later. For this purpose, we use the active contour formulation with shape priors developed by Leventon et al. [28]:

\[
\frac{\partial \psi}{\partial t} = f(I)(\alpha c + \beta \kappa) |\nabla \psi| + \gamma \nabla f \cdot \nabla \psi + \delta \gamma (\psi^* - \psi) \tag{15.3}
\]

The function \( f \) refers to the image-based feature function that is minimized at a nucleus boundary and remains high elsewhere. The function \( f \) involves information
drawn from the image gradients and neck artifacts. We will return to it later in the discussion.

The first speed term \((c + \kappa)|\nabla \psi|\) consists of the curvature-dependent and propagation-dependent speed terms. The parameter \(c\) is a balloon force that is added to evolve the curve outwards, and \(\kappa\) is the curvature along the normal to the level-set contour. Since the boundary is characterized by a local minimum in \(f\), the term \(\nabla f \cdot \nabla \psi\) constitutes the boundary attraction term. This ensures that the contour lies on the nucleus boundary upon convergence. The final term \((\psi^* - \psi)\) is a recent addition by Leventon et al. [28], wherein they incorporated principal components of the segmentation shape model to drive the update equation. The surface \(\psi^*\) is the maximum a posteriori shape given the current segmentation and image information. The parameters \(\alpha\), \(\beta\), \(\gamma\) and \(\delta\) are user-defined settings for the relative scaling of the three speeds and the model-driven update.

We incorporate three ideas from techniques that were developed independently—namely, (1) shape models (already described in the third speed term), (2) inter-nuclear boundary gradients, and (3) neck shape cues.

Training data consisting of manually segmented nuclei from 2-D images was used in estimating a PCA-based shape model with three modes of variation in a manner similar to that described in [28]. The advantage of using this model is that a good number of cells within a phenotype share similar sizes, shapes, and even orientations. Hence this information is incorporated as the MAP shape \(\psi^*\) in guiding the evolution in (15.3).

Please refer to Figure 15.5 for an illustration of the associated concepts of image feature function \(f\). Let \(I\) represent a typical image with well-contrasted nuclei that needs to be segmented (Figure 15.5(a)). A threshold is applied to separate the nucleus foreground (\(I_f\)) from the background (\(I_b\)) (Figure 15.5(b)). Formally:

\[
I_f(x,y) = \begin{cases} 
0, & \text{if } I(x,y) > T \\
1, & \text{if } I(x,y) \leq T 
\end{cases}
\] (15.4)

Let \(D(I_f)\) and \(D(I_b)\) represent the unsigned distance fields emanating from the threshold contour that exist outside and within the contour, respectively. Consider the image formed by \(P = D(I_f) + D(I_b)\), shown in Figure 15.5(c). \(D(I_b)\) causes the

![Figure 15.5](image-url) Nuclei segmentation using geodesic active contours. (a) A pair of overlapping nuclei. (b) Applying a threshold \(T = 100\) on the red channel of the color image provides the nuclei foreground \(I_f\) and background \(I_b\). (c) Unsigned distance field \(P\) of the nuclear contour. The nuclei centers ("x") are located at maxima and the neck region is in a directional minimum (white line segment). (d) High gradient magnitudes \(|\nabla I|\) typically exist in the neck region although this is not guaranteed. (e) Segmentation obtained using geodesic active contours. (f) Improving the segmentation by using linear tessellations.
appearance of a directional minimum in the neck region as represented by a white line segment. The appearance of a directional minimum is a direct consequence of the neck shape resulting in lower magnitudes of the distance field. At the same time, the nucleus-background boundary is marked by a 0 isovalue in $P$ by definition, and positive elsewhere. Both these reasons contribute in halting the evolution that results in nuclei segmentation. While the presentation so far accounts for the neck cues, we also observe that some nuclei exhibit high gradients at the site of overlap, as shown in Figure 15.5(d). As in standard practice, we take the gradient information, $g(I)$, into account. Our feature function is therefore defined as:

$$f = \frac{g(I) + \eta(D(I_f) + D(I_b))}{1 + \eta}$$

(15.5)

$$g(I) = \frac{1}{1 + |\nabla G_\sigma * I|^2}$$

(15.6)

The gradient information $g(I)$ is the reciprocal function of the image gradient magnitudes. The image gradients are computed using a standard derivative-of-Gaussian (doG) filter with an appropriate $\sigma$. The parameter $\eta$ represents a scaling factor ranging from $[0, \infty)$. For large values, the neck cues are assigned more weight than the internuclear gradients $g(I)$ and vice versa. The level-set initialization needs to occur inside each nucleus. Hence we apply a threshold on image $P$ and choose the resulting iso-contour lying within the nucleus foreground as our initialization.

### 15.4.2 Modality-Independent Segmentation: Using Tessellations

We observe that the level-set segmentation procedure described earlier does not produce consistent boundaries when separating nuclei clusters, as shown in Figure 15.5(e). This is because the feature function is defined using distance maps that are, in turn, sensitive to noisy contours. Furthermore, the standard level-set parameter settings do not effectively capture the variations in nuclear shape and internuclear gradients. This leads to inconsistent segmentations, especially at boundaries.

While it may be argued that this is a consequence of using the level-set methodology, related work shows that this problem has been a recurring one as far as microscopic datasets are concerned. As we noted earlier in Section 15.1, the staining protocol, the slicing methods, and so on take a heavy toll on the quality of the images generated. The variations are ubiquitous to microscopy datasets and prove to be an Achilles’ heel for standard segmentation algorithms. For example, Adiga et al. [29] reported on an advanced watershed segmentation with a postprocessing mechanism to correct the oversegmentations. A rule-based merging scheme based on heuristics was set up. Unfortunately, these heuristics are application-specific and lack a rigorous framework of implementation. In a similar vein, Raman et al. [30] reported on the use of morphological operators and connected components to obtain a coarse segmentation. A set of heuristics were applied that naturally led to an approach similar to one based upon tessellations. Their groupings required placing
lines across novel contour points of positive curvature and enforcing constraints such as the nonintersection of separating line segments, convexity, and average area of the partitioned nuclei.

We now describe a rigorous, novel postprocessing technique that seeks to correct the boundaries. Our work makes a logical and significant extension of the previous attempts. We make use of the naturally occurring Voronoi tessellations to generate our line segments. These segments are altered using a Bayesian probabilistic framework. As a result, new heuristics that may occur in specific applications are naturally incorporated into the model. It marks a significant shift in philosophy—isolate image regions having a salient nucleus rather than extracting individual nucleus from a large image.

15.4.2.1 Algorithm Overview

The algorithmic intuition is best explained as a sequence of steps along with a running example drawn from the mammary duct dataset. Please refer to Figure 15.6. We deploy the geodesic active contours algorithm on the given data to obtain coarse nuclei segmentations (Figure 15.6(b)). To correct, we do as follows:

1. The Voronoi tessellation of the image (Figure 15.6(c)) is constructed using the centroid of the identified nuclei as the generator set. The nucleus that is housed in a Voronoi cell may infiltrate into neighboring Voronoi cells and vice versa (Figure 15.6(d)). We now rectify the tessellation to correctly separate nuclei.

2. The set of Delaunay triangles dual to the Voronoi map is used in modulating the tessellations. We obtain the parameterized barycentric representation of the Voronoi tessellation line using a local Delaunay triangle, as outlined in Section 15.4.2.3.

3. We determine the maximum a posteriori (MAP) line parameters given image information, preliminary segmentations, and a set of heuristic rules. As a result, more viable tessellation lines are chosen for the final segmentation, as shown in Figure 15.6(d). Now, the nuclei are deemed to be separated and used in the interpolation framework.

![Figure 15.6](image-url)  
Figure 15.6  Cellular segmentation pipeline. (a) An example image of a duct cross-section formed by epithelial nuclei. (b) Segmentation of nuclei using level sets. (c) Voronoi tessellation of the image plane. (d) Zoomed version of the Voronoi tessellations. (e) Optimal tessellation placement with nuclei well separated.
15.4.2.2 Voronoi Tessellations—Step 1

Given a set of generating points \( V_i \in \mathbb{R}^2 \), the Voronoi map is a partitioning of \( \mathbb{R}^2 \) using line segments into salient regions. Each region \( Z_i \) corresponding to the generator \( V_i \) is defined by:

\[
Z_i = \{ V \in \Omega \mid |V - V_i| < |V - V_j| \, \forall j \land i \neq j \} \tag{15.7}
\]

Please refer to Figure 15.6(c). Having obtained preliminary nuclei segmentations using active contours, Voronoi partitioning of the image is accomplished using the nuclei centroid as generating points. Ideally, each individual nucleus lies within a corresponding Voronoi cell. In reality, this is not the case. A nucleus is anisotropic in shape, and tends to overlap and stray across the Voronoi cell boundaries. Figure 15.6(d) provides one such example. Our methods interactively alter the Voronoi tessellations to provide better nuclei separation by accounting for the overlap in various regions. The output from this stage is shown in Figure 15.6(e).

Note that the Voronoi representation of the tessellations given by (15.7) is implicit and not parameterized. We instead use a framework that explicitly represents the Voronoi tessellations using parameters that in turn, can be suitably modified.

15.4.2.3 Barycentric Representation of Tessellations—Step 2

We review some basic aspects of barycentric coordinates with the help of Figure 15.7(a). Given the vertices \( V = \{V_1, V_2, V_3\} \) of a Delaunay triangle \( T \), any point \( P(x,y) \) can be parameterized in terms of the barycentric coordinates \( c = (c_1, c_2, c_3) \). The following equation when solved for \( c \) gives us this representation:

\[
\begin{bmatrix}
V_{1x} & V_{2x} & V_{3x} \\
V_{1y} & V_{2y} & V_{3y} \\
1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
c_3
\end{bmatrix}
=
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
\tag{15.8}
\]

Note that the barycentric coordinates form a partition of unity (i.e., \( c_1 + c_2 + c_3 = 1 \)). By definition, the vertices \( V \) have barycentric coordinates of \((1,0,0), \ldots\)
(0,1,0), and (0,0,1), respectively. Using the barycentric variables \((c_1,c_2,c_3)\), the equation of a general line is given by:

\[ L^T: c_i - \lambda c_j = \delta \quad i, j \in \{1,2,3\}, i \neq j \] (15.9)

The parameters \((\lambda, \delta)\) represent the two degrees of freedom that are afforded in an equation describing a line. For example, setting \((\lambda, \delta)\) as \((1,0)\) in (15.9) results in three equations for the triangle medians, which meet at the centroid \(M\) (Figure 15.7(a)).

In Figure 15.7(b), we show a Voronoi cell vertex \(C\) as local to a Delaunay triangle \(T\) and common to three tessellation line segments \(L_{12}\), \(L_{23}\), and \(L_{31}\) (solid lines). Using the barycentric representation, the equation of each tessellation line is:

\[ L_{ij}^T: c_i - \lambda_{ij} c_j = \delta_{ij} \quad \forall i, j \in \{1,2,3\}, i \neq j \] (15.10)

The Voronoi parameters \((\lambda_{ij}, \delta_{ij})\) are uniquely solved by invoking the property that the tessellation line segments pass through mid-points \(M_{ij}\) and \(C\) (circumcenter of Delaunay triangle \(T\)). Mosaliganti et al. in [31] present the solution in detail.

By changing the Voronoi parameters \((\lambda_{ij}, \delta_{ij}) \rightarrow (\lambda_{ij}, \delta_{ij})\), the slope and intercept of each tessellation line \(L_{ij}\) is adapted to achieve better nuclei separation. An example of the resulting line placements obtained by translating and rotating the Voronoi boundaries is shown by the dashed lines in Figure 15.7(c).

Changing the Voronoi tessellations in each Delaunay triangle and repeating this process over all triangles leads to better descriptions of the overall Voronoi tessellation (Figure 15.6(d, e)). The new tessellations optimally house the nuclei and are more representative of the extent of nuclei infiltration.

15.4.2.4 Estimating \((\lambda, \delta)\)—Step 3

We automate the procedure of changing tessellation line parameters using a Bayesian probabilistic model of nuclei separation. This procedure is novel and allows the hesitancy in using global partitions like the Voronoi tessellations. For each line segment, we seek to estimate the maximum a posteriori parameters \((\lambda^*, \delta^*)\).

\[ (\lambda^*, \delta^*) = \arg \max_{\lambda, \delta} P(\lambda, \delta | S, I_f, f(I)) \] (15.11)

In this equation, \(S\) is the initial coarse segmentation (Section 15.3), \(I_f\) is the nuclei foreground, and \(f(I)\) is as defined in (15.5). Using Bayes rule,

\[ P(\lambda, \delta | S, I_f, f(I)) = \frac{P(S, I_f, f(I) | \lambda, \delta) P(\lambda, \delta)}{P(S, I_f, f(I))} \]

\[ = \frac{P(S | \lambda, \delta) P(I_f | \lambda, \delta, S) P(f(I) | \lambda, \delta, S, I_f) P(\lambda, \delta)}{P(S, I_f, f(I))} \] (15.12)

We discard the normalization term in the denominator, as it does not influence \(\lambda\) or \(\delta\) and explain the remaining terms in turn.
• **Similarity term:** The first term $P(S|\lambda, \delta)$ denotes the posteriori conditional probability of achieving the coarse segmentation, $S$, given the parameters $\lambda$ and $\delta$ of the final optimal tessellation. Consider the illustration in Figure 15.8(a). We denote $(\tilde{\lambda}, \tilde{\delta})$ as the parameters of the least-squares fitted line separating the coarse segmentation boundary. Therefore, we write:

$$P(S|\lambda, \delta) = P(\tilde{\lambda}, \tilde{\delta}|\lambda, \delta)$$  \hspace{1cm} (15.13)

Now, it is reasonable to assume that line parameters $(\tilde{\lambda}, \tilde{\delta})$ when similar to the optimal case results in a high probability of better segmentation as depicted in the figure. Again, dissimilar parameters means a displaced tessellation from the optimal case and therefore has a low probability. Hence, we model this term as a Laplacian density function over the squared difference in parameters:

$$P(S|\lambda, \delta) = e^{-[(\tilde{\lambda} - \lambda)^2 + (\tilde{\delta} - \delta)^2]}$$  \hspace{1cm} (15.14)

• **Overlap term:** The neck region is defined as $\Omega = I_f \cap L(\lambda, \delta)$ (i.e., the intersection of the nuclei foreground and the tessellation line). For an illustration, refer to Figure 15.8(b). Typically, the neck region is optimally narrow at the point of nuclei separation (see Figure 15.2(b) and Figure 15.5(c)). Hence, we model this term as:

$$P(I_f|\lambda, \delta, S) = e^{-|\Omega|}$$  \hspace{1cm} (15.15)

• **Gradient term:** The third term $P(f(I)|\lambda, \delta, S, I_f)$ computes the conditional probability of the observed feature function $f(I)$ given the segmentation ($S$) and optimal tessellation line ($\lambda, \delta$). Typically, the function was designed in (15.5) to have low values in $\Omega$. Hence, we write:

$$P(f(I)|\lambda, \delta, S, I_f) = e^{-\int_{\Omega} f(I) d\Omega}$$  \hspace{1cm} (15.16)

• **Parameter priors:** The last term is the Voronoi tessellation $(\lambda^v, \delta^v)$ applied as a prior. Recall that the tessellation is initialized as a Voronoi tessellation

![Figure 15.8](image_url) (a) Illustration showing the optimal and segmented lines in the similarity term. (b) $\Omega$ shown as the intersection of nuclei foreground and the tessellation line
and hence in the absence of any information, we would like to maintain status quo.

\[ P(\lambda, \delta) = e^{-[(\lambda - \lambda^\nu)^2 + (\delta - \delta^\nu)^2]} \quad (15.17) \]

A gradient descent optimization is applied on (15.11) to guide us to an optimal set of parameters \((\lambda^*, \delta^*)\). The barycentric parametrization serves to normalize all the tessellation lines to have the same optimal step lengths of the line parameters and convergence criterion. Normally, a Cartesian representation \((y = mx + c)\) of the lines would have different slope \((m)\) and intercept \((c)\) values. This causes the setting of initial parameters in the optimizer and in the MAP formulation to be line-specific, thereby making the problem intractable. The optimization procedure is repeated over all the tessellation line segments, leading to new partitioning of the image space. In Table 15.4, we have listed parameter settings of our optimizer in our experiments. We have now obtained final nuclei segmentations on 2-D serial section images.

### 15.5 Registration of Large Microscopic Images

Image registration is essential for 3-D reconstruction from serial microscopic images. There is a long history of using 2-D histological sections to reconstruct 3-D structures using various image registration algorithms in the bioengineering and pathology communities [1–21]. Johnson and Christensen [32] present a hybrid landmark/intensity–based deformable registration technique. The approach uses an iterative process of first registering landmarks independently of intensity, then attempts to minimize image intensity differences independent of landmarks. In Chui et al. [33], manually extracted sulcal points, located on the outer cortical surface, were spatially normalized via a robust point matching algorithm, thus achieving nonlinear matching of the brains. In spite of all these works, a major challenge is how to register large microscopic image datasets with billions of pixels in each image.

Here we present our work toward developing a scalable image registration framework for large microscopic images. In our study, registration is a two-step process that employs rigid and nonrigid registration algorithms. Rigid registration provides the rotation and translation needed to align adjacent images. It also provides an initialization for the deformable registration algorithm. Nonrigid registration compensates for local distortions in an image caused by tissue stretching, bending, and shearing.

#### 15.5.1 Rigid Registration

We present two algorithms for rigid registration. The first algorithm is used for reconstructing low-resolution mouse placenta images. The second algorithm is optimized for higher resolution images.
15.5.1.1 Rigid Registration Via Maximization of Mutual Information
This algorithm exploits the fact that the placenta tissue has an elongated oval shape. We carry out a principal component analysis of the foreground region to estimate the orientation of the placenta tissue. This orientation information is used to initialize an estimate of the rotation angle and centroid translation. After the images are transformed into a common coordinate reference frame, a maximum mutual information-based registration algorithm is carried out to refine the matching [6, 7]. In order to avoid suboptimal configurations, multiple initial configurations (rotational and translational) are used. Due to its high computational cost, this algorithm is performed on images downsampled by a factor of 20. The details of the implementation can be found in [7].

15.5.1.2 Fast Rigid Registration Using High-Level Features
We propose the use of high level features (i.e., the regions corresponding to specific anatomical structures, for matching and registration). For example, in our work on the 3-D reconstruction of mouse placenta specimens, we specifically use regions of red blood pixels that correspond to cross-sections of blood vessels. There are several major advantages to using such features. First, these features are easy to segment, as they often correspond to large regions of pixels with similar colors. Second, even in large images, the number of such features is usually limited. Finally, these features are “global” and can be matched based on their morphology. Therefore the matching process is not limited to local search and can accommodate any significant misalignment between the images. The key issue in using such high-level features is how to automatically detect and discard mismatches. To this end, we have developed two approaches. There is a necessary condition such that two pairs of matched features can generate a purported rigid transformation specified by the rotation angle $\theta$ and translational vector $T$. It can be conceived that a large portion of the computed transformations should concentrate around the true one in the transformation space. Therefore, a fast voting process can be adopted to select the optimal rigid transformations and also get rid of the mismatches. An example of this process is shown in Figure 15.9. If the number of features are small (e.g., fewer than 10), we developed a graph theoretical approach for feature matching [20].

This rigid registration process is usually very fast. When implemented in Matlab, for the example in Figure 15.9, it takes only 115 seconds to the rigid transformation (rotation and translation). The rigid (global) transformation provides an excellent initialization for the nonrigid registration, which requires a large amount of matched features as control points (shown in Figure 15.9(d)). An important note is that for the nonrigid registration, we only use the computed rotation and translation values and we do not need to transform the image based on the rigid transformation.

15.5.2 Nonrigid Registration
Our nonrigid registration procedure includes two main steps. The first step is to identify a large number of feature points in the image. Unlike traditional methods,
wherein feature points are selected based on their prominence, we select points uniformly. For instance, we choose points that are 200 pixels apart both vertically and horizontally. Then the variation in a $31 \times 31$ pixel window centering at each selected point is analyzed. The selection of the window size depends on the resolution of the image so that the window can capture a reasonable amount of cells. If the selected point belongs to the foreground, the neighboring window around it is transformed into the grayscale color space. Then the variance of pixel intensity values is computed. We retain the selected point as a feature point only when the variance of the neighboring window pixel intensity value is large enough (which implies a complex neighborhood). A complex neighborhood around a pixel in one image allows more accurate matching with the unique region in the next image that is the true correspondence for the original region. Regions with small intensity variance tend to generate mismatches. An extreme example is that a block of white space can be matched with many other blocks’ white spaces without knowing which one is the correct match. This step usually yields about 200 features.
points that are uniformly distributed across the foreground of each image. In the second step, we rotate the window around the feature point by the angle that is already computed in the rigid registration procedure. This gives a template patch for initialization in the next image. In the next image, a much larger neighborhood (e.g., $100 \times 100$ pixels) is selected. The best patch in this larger neighborhood is defined as the patch that has the largest cross correlation with the template patch, and the center of this patch is designated as the corresponding feature point. The two steps together usually generate more than 100 matched feature points between the two images. These points are then used as control points to compute the nonlinear transformation such as thin-plate splines or polynomial transformations [7, 8]. In this project, we tested both six-degree polynomial transformations and piecewise affine transformations. The 3-D reconstructions are similar in both schemes, while the piecewise affine transformation is easier to compute and propagate across a stack of images. Figure 15.10 shows renderings of the placenta that were reconstructed using the rigid and deformable registration algorithms.

Figure 15.10  Comparison of rigid and deformable registration algorithms. A stack of 25 images were registered using rigid registration algorithm (top) and nonrigid registration algorithm (bottom) and the 3-D reconstruction results are rendered. The frontal views show the cross-sections of the reconstructed model. The benefits of using deformable registration algorithms are clearly visible in the frontal view of the image stack cross-section. In the top frontal view, which is the cross section of the rigid registered images, the structures are jaggy and discontinuous. In the bottom frontal view, the results from the nonrigid (deformable) registration algorithm display smooth and continuous structures.
15.6 3-D Visualization

In this section, we describe our results in 3-D reconstruction and visualization of serial-section image stacks from light and confocal microscopy. We applied our methods in three different experimental studies involving genetic phenotyping and drug discovery applications. Our methods are easily applied with changes in parameter settings to each of the data sets obtained from very different sources.

15.6.1 Mouse Model Phenotyping Study: Role of the Rb Gene

In this project, as described in Section 15.2.1, we are interested in visualizing the tissue intermixing that occurs on the labyrinth-spongiotrophoblast tissue interface of the mouse placenta organ. A recent study has revealed that with the knockout of the \( Rb \) gene, the surface interdigitation wildly increases and clumps together with poor infiltration depth \[34\]. We are interested in visualizing this phenotype difference \[16\].

Two pairs of wild-type and mutant \((Rb^-)\) placenta were harvested at 13.5 days of gestation and prepared using a standard histological protocol. They were fixed in formalin, embedded in paraffin, and sectioned at 5-\(\mu\)m thickness using a microtome. Serial sections were mounted on glass slides and scanned at 200\(\times\) magnification using a light microscope. The image dimensions on average were \((15K \times 15K \times 3)\). Each placenta data-set produced approximately 600–800 color images, ranging in size from 300 GB to 500 GB. The images are extremely noisy and require preprocessing, down-sampling, image registration, and tissue segmentation prior to the visualization stage.

Figure 15.11(a) shows the a high-resolution RGB rendering of a small physical volume. The contrasting microstructure on either side of the interface is clear. In particular, there is a intense presence of dark nuclei and RBCs on the labyrinth side. The spongiotrophoblast region is marked by an absence of RBCs and has more vacuoles. After preliminary investigations on sample images, we concluded that using a 2-\(pcf\) with \(k \in [5,25]\) for vacuoles (phase 0), nuclei (phase 1), and

![Figure 15.11](image-url)

**Figure 15.11** (a) A normal cutaway section of mouse placenta with manually marked tissue layers. Visualizations showing the tissue layer intermixing in the labyrinth-spongiotrophoblast interface of (b) normal and (c) mutant mice placenta.
RBC components (phase 2) will well differentiate the tissue regions. The labyrinth region registered high values of $P_{12}$. Meanwhile, the spongiotrophoblast region was marked by a moderate value in $P_{01}$ and low values in $P_{12}$. These probabilities were linearly combined to provide a scalar volume $P = P_{12} + |P_{01} - 0.5| + |P_{12} - 0.5|$ for rendering using a simple transfer function.

Figure 15.12 shows our transfer function setting to highlight interface between the two regions. The histogram indicates the presence of the labyrinth and spongiotrophoblast layers. At the valley region between the bimodal peaks, the opacity function is spiked and reduced elsewhere. Now, it is easy to notice the genetic phenotyping difference in the two placenta samples. The mutant shows a higher degree of intermixing as compared to the normal placenta.

We then realize the final goal of visualizing and quantifying the infiltration in the labyrinth-spongiotrophoblast interface by detecting surface pockets. The image shown in Figure 15.13(a) shows a 2-D contour of a cross section of the segmented labyrinth layer. We are interested in examining the infiltrations and extrusions that exist in 3-D. However, when the entire volume is rendered in 3-D, the infiltrations and extrusions can be occluded by the rest of the labyrinth surface. The presence of the infiltrations is not obvious in the 3-D rendering until a large portion of the placenta is cropped away and rendered as in Figure 15.13(b).

Figure 15.14 shows the results of highlighting infiltrations and extrusions on the labyrinth surface in wild-type (05-977) and mutant ($Rb^-$) (05-1904) mouse placenta. Specifically, Figure 15.14(a, d) shows the entire original surface of the labyrinth. No infiltrations or extrusions are obvious in the image. The image in Figure 15.14(b, e) highlights infiltrations using an outward marching level-set to obtain feature size information. Similarly, the image in Figure 15.14(c, f) uses an inward marching level set to highlight extrusions on the data. Color Plate 22 provides a more distinct phenotyping difference in the interface topology. The following observations can be readily made: (1) The wild-type placenta seems to have well-developed infiltrations/extrusions that run deep into the other tissue. The mutant placenta is however marked by their absence. Instead there is random interdigitation that is clumped together at different sites. (2) It also can be seen that the wild-type labyrinth has more uniformly distributed features than the mutant placenta.

Figure 15.12 Opacity and color transfer function applied on the probabilistic volume $P$ to highlight the interface region. Note the presence of bimodal peaks in the histogram from the labyrinth and spongiotrophoblast layers.
15.6 3-D Visualization

![Image of 2-D contour and 3-D rendering](image)

**Figure 15.13** (a) 2-D contour of a cross section of the labyrinth layer. (b) 3-D rendering of many consecutive labyrinth tissue contours with a constant opacity.

15.6.2 Mouse Model Phenotyping Study: Role of the PTEN Gene in Cancer

As we have discussed in the Section 15.2.2, we seek to understand the orchestrated sequence of events leading to tumor initiation and progression at a cellular as well as a molecular scale, which is induced by the deletion of the PTEN gene in the fibroblasts. The focus of the study is the mammary gland ducts, which are potential sites for tumor initiation.

Mammary ductal tissue is composed of concentric layers of epithelial in a matrix of extracellular material. The ducts are identified on each section as a distinct conic or quadric projection of a complex tortuous 3-D object [Figure 15.2(a)]. We used the $N$-point correlation functions as feature vectors to classify ductal tissue.

![Figure 15.14](image)

**Figure 15.14** The top row contains images of normal mouse placenta labyrinth while the bottom row shows mutant ($Rb^{-}$) placentas. The left column (a, d) shows images of the overall mouse labyrinth layers; no specific infiltrations or extrusions in the tissue can be seen. The middle column (b, e) highlights the infiltrations in increasing intensity. The right column (c, f) shows the result of highlighting extrusions in increasing intensity.
regions [35, 36]. These functions measure the packing of the cells and are shown to provide robust classification. Rigid registration was accomplished using a global alignment procedure [37], followed by a refined local matching of individual ductal areas [38]. Three-dimensional profiles of the ducts were extracted from the large dataset to yield smaller volumes of $300 \times 300 \times 34$ per duct for processing. We then apply the tools described in this work to the problem of providing duct reconstructions at a cellular scale.

Mammary tumors often arise in close vicinity to the ductal tissue. Earlier, we had described the morphology of a duct as a concentric arrangement of epithelial cells embedded in extracellular material. The remainder of the tissue consists of fat cells with sparse populations of the nuclei and little or no extracellular material. From 2-D images, we inferred that a 2-pcf for the background (phase 0), nuclei (phase 1), and extracellular material (phase 2) was sufficient to outline duct profiles. The average separation ($k$) between nuclei was found to be 30 pixel units. Clearly, the ductal tissues have closely packed nuclei and present high values of the function $P_{11}$ and $P_{12}$ simultaneously. In contrast, other regions in the volume may have high values of $P_{11}$ or $P_{12}$ but never simultaneously. Therefore, we once again linearly combine both the functions to provide a scalar volume for exploration. A stacking of the 2-pcf features computed on 2-D images provided the following visualizations in 3-D. Figure 15.3(c) shows the generated feature values on the mammary slice in Figure 15.3(b). Figure 15.15(b) is an axial section of the duct revealing the lumen that lies trapped in the duct. Figure 15.15(c) shows the wall of the epithelial cell lining that is akin to a brick chimney wall.

Individual nuclei were the identified in 2-D images and overlapping nuclei clusters were split consistently using the two successive segmentation stages based on active geodesic contours and tessellations. We then performed interpolation of intermediate slice locations using an elliptic shape model to reconstruct 3-D

![Figure 15.15](image)

**Figure 15.15** (a) Raw RGB data showing a duct that manually assembled from 3-D slices. (b) The same duct was automatically highlighted by using a transfer function. (c) The outer isosurface of the ductal tissue.
ductal volumes for visualization. A total of 18 contiguous duct sequences were reconstructed using this automated procedure.

Color Plate 23 provides examples of four such sequences. Panel A is a transfer function volume rendering of a segmented duct using a cutting plane parallel to the duct axis. The elliptic nuclei profiles are visible in the ductal wall. Panel B is the true color rendering with interpolated textures of the ductal tissue. It is easy to notice the lack of any cellular descriptions in the rendering. Panel C shows yet another branching duct with nuclei and lumen alone. A hemi-cylindrical cut-away section was used to reveal the underlying lumen. Panel D is a top view of the duct revealing a constellation of cells along the duct akin to a brick chimney wall.

15.6.3 Zebrafish Phenotyping Studies

As described in Section 15.2.3, our goal is to use in toto imaging of developing transgenic zebrafish embryos to acquire digital, quantitative, cell-based, molecular data suitable for modeling the biological circuits that transform an egg into an embryo. In toto imaging uses confocal microscopy to capture the entire volume of organs and eventually whole embryos at cellular resolution every few minutes in living specimens throughout their development. Four-dimensional image sets \((x−y−z−t)\) with dimensions \(1,024 \times 1,024 \times 80 \times 60\) are generated. The
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Figure 15.16 Instances of outliers in the segmentation process with the top row showing a mammary duct sample with an inconsistent split, the middle row showing a zebrafish image with oversegmentation and the bottom row from a clonal colony with undersegmentation. (a, d, g) Original images; (b, e, h) manual masks; and (c, f, i) segmentations.
plan is to use in toto imaging to digitize the complete expression and subcellular localization patterns of thousands of proteins throughout zebrafish embryogenesis. We provide 3-D results from applying our methods at select time-points chosen at $t = 0$ (beginning) and 60 (ending).

Figure 15.16(a–c), Figure 15.16(d–f), and Figure 15.16(g–i) represent sequences from the three time points. The columns depict the rendering of original raw data, the foreground, and cell segmentations, respectively. Note that once again the repetition in colors is owing to the large number of cells. Fewer cells in the first time-point increase in the later time-point with the formation of salient structures.

## 15.7 Quantitative Validation

### 15.7.1 Mouse Placenta Phenotyping Studies

We validate our results using manually segmented surface pockets that are present in a contiguous section of the 3-D stack of images. The contiguous section is selected approximately from the center of the stack. The central section is usually associated with better consistency in staining, section thickness, and reduced deformations of the tissue. This usually results in better segmentation and higher registration accuracy. Surface pockets were then identified in sections that were drawn from each placenta dataset. Each detected pocket in this stack can be placed in four categories: (1) $a$ counts the number of pockets that are marked in the ground-truth and fit our model (true positives); (2) $b$ counts the pockets that are not marked in

### Table 15.1 Sensitivity and Specificity Values for Pocket Detection

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Depth</th>
<th>Diameter</th>
<th>Sens.</th>
<th>Spec.</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥14</td>
<td>≤8</td>
<td></td>
<td>0.9223</td>
<td>0.8253</td>
<td>0.0324</td>
</tr>
<tr>
<td>≥12</td>
<td>≤8</td>
<td></td>
<td>0.9134</td>
<td>0.8527</td>
<td>0.0215</td>
</tr>
<tr>
<td>≥12</td>
<td>≤10</td>
<td></td>
<td>0.9690</td>
<td>0.8041</td>
<td>0.0785</td>
</tr>
<tr>
<td>≥14</td>
<td>≤8</td>
<td></td>
<td>0.9021</td>
<td>0.8475</td>
<td>0.0542</td>
</tr>
<tr>
<td>≥12</td>
<td>≤8</td>
<td></td>
<td>0.8907</td>
<td>0.8822</td>
<td>0.0433</td>
</tr>
<tr>
<td>≥12</td>
<td>≤10</td>
<td></td>
<td>1.000</td>
<td>0.8173</td>
<td>0.0851</td>
</tr>
<tr>
<td>≥14</td>
<td>≤8</td>
<td></td>
<td>0.9853</td>
<td>0.8238</td>
<td>0.0662</td>
</tr>
<tr>
<td>≥12</td>
<td>≤8</td>
<td></td>
<td>0.8594</td>
<td>0.8735</td>
<td>0.0544</td>
</tr>
<tr>
<td>≥12</td>
<td>≤10</td>
<td></td>
<td>0.9637</td>
<td>0.7835</td>
<td>0.0951</td>
</tr>
<tr>
<td>≥14</td>
<td>≤8</td>
<td></td>
<td>0.9522</td>
<td>0.8325</td>
<td>0.0483</td>
</tr>
<tr>
<td>≥12</td>
<td>≤8</td>
<td></td>
<td>0.9162</td>
<td>0.8756</td>
<td>0.0357</td>
</tr>
<tr>
<td>≥12</td>
<td>≤10</td>
<td></td>
<td>1.000</td>
<td>0.5281</td>
<td>0.0642</td>
</tr>
</tbody>
</table>

### Table 15.2 Execution Time in Seconds for the Three Metrics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Euclidean</th>
<th>Evolution</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>05-829</td>
<td>23</td>
<td>221</td>
<td>41</td>
</tr>
<tr>
<td>05-1904</td>
<td>19</td>
<td>215</td>
<td>42</td>
</tr>
<tr>
<td>05-977</td>
<td>26</td>
<td>274</td>
<td>41</td>
</tr>
<tr>
<td>05-1903</td>
<td>21</td>
<td>225</td>
<td>38</td>
</tr>
</tbody>
</table>
ground-truth but fit our model (false positives); (3) $c$ counts the pockets that are marked up but do not fit our model (false negatives); and (4) $d$ counts the pixels that are neither marked nor fit our model (true negatives). Note that a high value of specificity ($\frac{d}{b+d}$) indicates that it is easy for the algorithm to rule out a spurious pocket with a high probability. On the other hand, a value of high sensitivity ($\frac{a}{a+c}$) can identify a bona fide pocket with a high probability of success. The error may be defined as $\frac{b+c}{a+b+c+d}$.

Table 15.1 tabulates the sensitivity, specificity, and error rates observed for different settings of the minimum allowable pocket depth ($\Pi_{\text{depth}}$) and the max-
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**Figure 15.17** (a) ROC family of curves for different $\Pi_{\text{depth}}$ settings with $\Pi_{cs}=6, 8,$ and $10$ respectively. An optimal setting is given by $\Pi_{cs}=8$ and $\Pi_{\text{depth}}=12$ with sensitivity and specificity values at $(0.9134, 0.8527)$. (b) Effect of different settings of the $\tau$ parameter on the time-performance while using the combined distance metric accumulated over the Euclidean metric (denoted by $E$ when $\tau = \infty$).
imum allowable cross-sectional base diameter \((\Pi_{cs})\). The execution times for the different metrics are listed in Table 15.2. The following observations are made:

1. Within every placenta category, as the range of allowable pocket sizes widens \((\Pi_{depth} = 14)\) or \((\Pi_{cs} = 10)\), the sensitivity increases and the specificity decreases as compared to the highlighted case when \((\Pi_{depth} = 12)\) and \((\Pi_{cs} = 8)\). This is an expected trend since nonpocket features now fit our constraints, thereby lowering specificity. Simultaneously, all true pockets also readily fit the model, thereby increasing the sensitivity.

2. Across the placentas, we always obtain a good sensitivity with moderate specificities. Error rates are maintained below 0.10. The wild-type placentas (05-829 and 05-1903) have well-developed fingers and therefore have better detection rates as compared to the mutants (05-977 and 05-1904).

3. Figure 15.17(a) plots the family of ROC iso-contour curves of the \(\Pi_{cs}\) parameter in the 05-829 dataset for different settings of the \(\Pi_{depth}\) parameter. A step-size of 0.5 was considered while varying the \(\Pi_{depth}\) parameter in the ranges \((12-14)\) while \(\Pi_{cs}\) was varied as 6, 8, and 10. The ROC curve indicate stability in the observed results and validates the choice of their settings.

### 15.7.2 Mouse Mammary Gland Phenotyping Study

We evaluate the utility of the segmentation framework in effectively segmenting nuclei that appear as clusters. Validation studies are performed with manually marked nuclei areas. It is very difficult to manually identify all the valid nuclei in a dataset. Typically, the number of nuclei can be in the order of several thousands. Therefore, we sample 10 regions of dimensions \(100 \times 100\) in an unbiased fashion from each dataset. All the nuclei in these windowed regions are marked out to obtain classified masks that serve as ground-truth. The matched pair of nuclei can be separated and counted in three categories: (1) \(a\) counts the number of true-positive results. (2) \(b\) counts the number of false-negative results. (3) \(c\) counts the number of false-positive results. Note that false-negative results cannot be determined since we have no a priori information on where a nuclei should not have existed. Thus, one can define the sensitivity and positive predictive value (PPV) of our framework as follows:

\[
\text{sensitivity} = \frac{a}{a + b} \quad \text{PPV} = \frac{a}{a + c}
\]

### Table 15.3 Test Datasets Chosen for Validation Studies

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dimension</th>
<th>Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clonal 1</td>
<td>1,024 × 1,024</td>
<td>378</td>
</tr>
<tr>
<td>Clonal 2</td>
<td>1,024 × 1,024</td>
<td>610</td>
</tr>
<tr>
<td>Clonal 3</td>
<td>1,024 × 1,024</td>
<td>794</td>
</tr>
<tr>
<td>Ducts</td>
<td>300 × 300 × 34</td>
<td>1,710</td>
</tr>
<tr>
<td>Zebrafish</td>
<td>1,024 × 1,024 × 80</td>
<td>4,130</td>
</tr>
</tbody>
</table>
Table 15.4 Sensitivity and PPV Values for Cell Segmentation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cells</th>
<th>Sens.</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clonal 1</td>
<td>74</td>
<td>0.9324</td>
<td>0.9452</td>
</tr>
<tr>
<td>Clonal 2</td>
<td>117</td>
<td>0.8547</td>
<td>0.9259</td>
</tr>
<tr>
<td>Clonal 3</td>
<td>174</td>
<td>0.8996</td>
<td>0.9455</td>
</tr>
<tr>
<td>Ducts</td>
<td>217</td>
<td>0.9724</td>
<td>1</td>
</tr>
<tr>
<td>Zebrafish</td>
<td>252</td>
<td>0.8968</td>
<td>0.9826</td>
</tr>
</tbody>
</table>

Table 15.3 lists our test datasets with dimensions and the total number of nuclei actually segmented throughout the dataset. The test datasets include a clonal assay dataset consisting of three temporal frames, a mammary duct dataset containing of 34 slices, and a zebrafish confocal dataset having 80 slices.

From Table 15.4, we observe that our methods yield an average values of 94% and 96% for sensitivity and PPV, respectively. Sensitivity measures the effectiveness of the algorithm in detecting the true-positives. A high value indicates that it is easy for the algorithm to rule out a spurious match with a high probability. On the other hand, the positive predictive value estimates the proportion of segmented nuclei that are bona fide ones. The false-positives are mostly due to undersegmentation—the true cell region is found to be grouped in a single larger segmented region. Similarly, the true-negatives are due to oversegmentation—the true cell region is found to have multiple segmentations.

Validation studies were also performed using the same protocol as described in [39]. In this case, a histogram of signed distances of the nucleus contour with respect to the ground-truth contour is computed for all the true-positive results generated from the previous study. In Figure 15.18, we plot the distribution of distance of the segmentation boundary pixels from the manual boundary. We observe that in the case of the mammary ducts, 90% of the boundary pixels in the automatic segmentation are within 3 pixels in distance from the corresponding manual boundary. Similarly, 75% of the boundary pixels are within 2 pixel dis-

![Figure 15.18](image-url) (a) Combined histogram for the signed distances found in the mammary and confocal datasets, and (b) cumulative distribution of absolute distances from automatic segmentation to manual segmentation.
Figure 15.19 3-D cellular reconstructions from confocal images of the zebrafish embryo at $t = 60$. (a) Raw data renderings, (b) foreground extractions, and (c) cell segmentations.

stances. Figure 15.19 also shows that similar trends were observed in the case of the confocal images of the zebrafish.

15.8 Summary

In this chapter, we presented a series of algorithms for quantitatively characterizing the 3-D structure of biomedical samples at the microscopic scale. While the traditional approaches focus on the image registration algorithms for generating 3-D structures from 2-D images, we have shown that a realistic visualization and modeling requires extensive development in not only image registration, but also in image segmentation, cell segmentation, visualization, and quantification algorithms. Based on a comprehensive workflow, we demonstrate our novel algorithms in all these aspects, which are motivated by several large-scale biomedical studies in developmental biology and cancer biology. These algorithms, along with the workflow, provide a universal framework for quantitative phenotyping studies in the microscopic scale.

References


CHAPTER 16

Automatic 3-D Morphological Reconstruction of Neuron Cells from Multiphoton Images
Ioannis A. Kakadiaris, Alberto Santamaría-Pang, Costa M. Colbert, and Peter Saggau

16.1 Introduction

Neuronal morphologies are broadly affected by age, genetic diseases such as Down’s Syndrome, and degenerative diseases such as Alzheimer’s disease. Nonetheless, neuronal computation in general, and the role of morphology in particular, remain poorly understood and active areas of research.

A major obstacle to this research is the lack of automated methods to produce morphological reconstructions of neurons during the very limited time span of an acute experiment. These methods would allow real-time mapping of functional imaging data (e.g., spatio-temporal patterns of dendritic voltages or intracellular ions) to neuronal structure. Such protocol would be as follows: (1) perform structural imaging of the living cell; (2) obtain a morphological model (Figure 16.1(a)); (3) perform a simulation based on the morphological model (Figure 16.1(b)); and (4) obtain functional imaging data at locations indicated as significant by the simulation (Figure 16.1(c)).

The approaches outlined in this chapter are developed with the goals of enabling fully automated reconstructions of neuronal morphologies from multiphoton microscopy data to (1) to enable morphological-guided functional imaging, and (2) to create libraries of neurons morphologies.

Semiautomatic methods for neuron morphology reconstruction can be categorized in (1) skeletonization-based methods [1–4], where the neuron morphology is reconstructed from a centerline model; and (2) cylindrical extraction-based methods [5–9], where the morphology of the neuron is extracted assuming a cylindrical model. Both approaches, cylindrical-based and skeleton-based, have their respective advantages and limitations. Cylindrical-based approaches assume a tubular-like, smooth shape of dendrites, although dendrites have a highly irregular shape. Skeleton-based approaches assume the object of interest has already been segmented, but in reality segmentation is one of the most challenging steps in morphological reconstruction.

Dendrite centerline extraction can also be posed as a general problem of centerline extraction. In this case, the methods that have been explored focus mainly in the extraction of blood vessels (smooth tubular structures). In Deschamps et al. [10], centerline extraction of segmented tubular objects is accomplished by evolving monotonic fronts, where the cost function is a distance function from the edges of the binary object of interest. Likewise, Hossouna et al. [11] propose
centerline extraction from monotonic front evolution, where the centerline follows the maximal distance from the boundary of the binary object. Recently, Bouix et al. [12] used the average outward flux through a Jordan curve. In this case, the gradient vector field of the Euclidean distance to the boundary was exploited to approximate the centerlines. Vasilevskiy and Siddiqi [13] and Nain et al. [14] developed a geometric flow framework to perform 2-D and 3-D vessel segmentation using prior knowledge of the vessel shape. Kimmel [15] offers a review of different geometric measures in variational methods. Complementary, elegant statistical methods for vessel segmentation have been proposed by Florin et al. [16], where shape variations of the vessel are learned online during the segmentation. All the previous approaches extract the centerline of regular or irregular objects. However, most of these methods are designed to extract centerlines of smooth structures assuming prior segmentation, while other methods of centerline extraction are performed without estimating the diameter of the tubular structure.

In this chapter, we present a new method to automatically reconstruct the morphology of neuron cells, which extends our previous work [17]—specifically,
simultaneously estimating centerlines of an irregular tubular object, as well as dendritic diameter. Our latest work in this area can be found at [18].

16.2 Materials and Methods

16.2.1 Experimental Data

Neurons were loaded with Alexa Fluor 594 dye and images acquired with a customized multiphoton microscope. We collected 12 data sets, each consisting of seven or more partially overlapping stacks, approximately $640 \times 480 \times 150$ voxels, with $0.3 \ \mu m$ in the $x$-$y$-axis and $1.0 \ \mu m$ in the $z$-axis. Excitation wavelength was set to $810 \ nm$, while the lens and index of refraction both correspond to water. We assume that the mathematical model of an acquired image $I$ is the following:

$$I(x, y, z) = (P \ast O)(x, y, z) + N(x, y, z)$$  \hspace{1cm} (16.1)

where $P$ is the point spread function (PSF) of the optical microscope, $O$ is the true image, and $N$ is a source of noise.

Our proposed approach for morphological reconstruction consists of the following steps:

- Step 1: deconvolution;
- Step 2: frame-shrinkage denoising;
- Step 3: registration;
- Step 4: dendrite segmentation;
- Step 5: morphological reconstruction.

16.2.1.1 Step 1—Deconvolution

The major challenges of analyzing fluorescent neuronal images are related to the 3-D point-spread-function (PSF) imposed by the optics of the microscope and the imaging conditions. These factors include (1) sample composition (tissue or agarose specimen); (2) variable contrast due to uneven dye distribution within the cell; (3) intensity decay along the $z$-axis; (4) different sources of noise (thermal noise, photon shot noise); and (5) the fact that many features of interest (i.e., thin dendrites) are at the limit of imaging resolution. To enhance the acquired data, we have obtained an experimental PSF using a number of latex beads of approximate diameter $0.2 \ \mu m$. Then, deconvolution is performed by using the Huygens software and the quick maximum-likelihood estimation method.

16.2.1.2 Step 2—Frame-Shrinkage Denoising

In most applications, denoising is a preprocessing step for different image analysis tasks such as segmentation, skeletonization, and spine detection. The challenges to effectively removing noise can be summarized as: (1) preserving fine details, (e.g., spines and small dendrites), which can be confused with noise; (2) maintaining the structural integrity (e.g., not producing gaps); and (3) maintaining generality with respect to different noise distributions (e.g., Gaussian and Poisson) and
sensors [19]. We can classify two major regions in which noise is present. The first is the background region where noise is homogeneous and relatively “weak.” The second is the foreground region, where noise is not homogeneous, but it is rather more pronounced near the dendrites as compared with the rest of the background.

Different approaches of noise removal in 3-D optical imaging toward morphological reconstruction are based on the separable wavelet transform (Dima et al. [2]) or anisotropic diffusion (Broser et al. [20]). The separable wavelet transform uses a multiscale scheme derived from the downsample-upsample operators. This imposes difficulties in analyzing dendrites of less than a micron in width, the equivalent of two or three voxels. Although anisotropic diffusion enhances the form uses a multiscale scheme derived from the downsample-upsample operators. For more details, see Santamaría-Pang et al. [21]. In general, frame-shrinkage denoising is performed as follows:

Input Volume → Analysis → Frame-shrinkage → Synthesis → Output

A Parseval frame in the Hilbert space $L^2(\mathbb{Z}^3)$ is a countable collection of vectors $\{v_i\}_{i \in I}$ that satisfy the perfect reconstruction property:

$$x = \sum_{i \in I} < x, v_i > v_i \text{ for all } x \in L^2(\mathbb{Z}^3) \quad (16.2)$$

Note that $\{v_i\}$ is not a basis, and the same frame elements $\{v_i\}$ used in the analysis are also used in synthesis, similar to orthogonal wavelets.

The construction is based on three 1-D filters that generate a 1-D Parseval frame [22]: $K_0 = (1/4)[1,2,1]$, $K_1 = (1/4)[\sqrt{2},0,-\sqrt{2}]$ and $K_2 = (1/4)[-1,2,-1]$. $K_0$ is an average operator, while $K_1$ and $K_2$ are first and second derivative operators, respectively.

The triple tensor product of these filters induces a separable Parseval frame, denoted by:

$$K_{p,3^2,q,3^2,r}(\omega_1, \omega_2, \omega_3) = K_p(\omega_1)K_q(\omega_2)K_r(\omega_3) \quad (16.3)$$

Using a result that allows us to lift this separable frame, we produce a nonseparable Parseval frame that incorporates directional filters along the main diagonal of the unitary cube. The modified and added filters are (1) scaling of the edge detectors along the coordinate axes: $F_1 = \frac{\sqrt{3}}{2}K_1$, $F_3 = \frac{\sqrt{3}}{2}K_3$, $F_9 = \frac{\sqrt{3}}{2}K_9$, and (2) three new edge detectors along the main diagonals in 3-D: $F_{27} = \frac{1}{4}(K_9 + K_3 + K_1)$, $F_{28} = \frac{1}{4}(K_9 - K_3 + K_1)$, $F_{29} = \frac{1}{4}(K_9 + K_3 - K_1)$, $F_{30} = \frac{1}{4}(K_9 - K_3 - K_1)$.

In order to shrink the frame coefficients associated with noise down to zero, we define filter-adaptive threshold bounds as being used to implement an affine hysteresis thresholding scheme by integrating an ensemble threshold operator with thresholds: (1) high ($T^H_r = 0.75 \cdot \max(I \ast F_r)$); and (2) low ($T^L_r = 0.5 \cdot ...$
max(I ∗ F_r)). The function that implements the affine thresholding is given by
(T_2 > T_1 > 0):
\[
\rho_{T_1,T_2}(x) = \begin{cases} 
  x, & \text{if } |x| > T_2 \\
  \frac{T_2}{T_2 - T_1}(x - \text{sign}(x)T_1), & \text{if } T_1 < |x| \leq T_2 \\
  0, & \text{otherwise}
\end{cases} \tag{16.4}
\]

In summary, our denoising algorithm operates as follows:

Input: The noisy data \( X \) and the number of decomposition levels \( L \)
2.1: Recursively decompose the volume \( X \) up to level \( L \) using the filter bank to obtain \( Y_F \).
2.2: Compute \( \tilde{Y}_r = \text{Threshold}_r(I ∗ \tilde{F}_r) \) by applying the ensemble approach.
2.3: Reconstruct \( \tilde{X} \) from \( \tilde{Y}_r \) using the same filter bank.

16.2.1.3 Step 3—Registration
Many dendrites are larger than the usual field of view of the average laser-scanning microscopes. Multiple image volumes are therefore necessary to fully capture the neuron structure. We are thus required to merge and align the multiple data sets to a single volume. The experimentalist supplies estimated \( x, y, z \) offsets between each stack, which are obtainable when moving the microscope from one area of interest to the next. To measure similarity during registration, we use the sum of mean-squared differences for each voxel in the two images. This measure is then minimized using limited-memory Broyden Fletcher Goldfarb Shannon minimization with simple bounds.

16.2.1.4 Step 4—Dendrite Segmentation
In order to morphologically reconstruct a neuron cell, dendrites must be detected. The shape of a typical dendrite is that of an irregular tubular structure. Our approach is based on local structure analysis derived from a structure tensor field. For a fixed \( \sigma \), we compute the gradient of a 3-D image \( I \) as \( \Delta I_\sigma(x) \):
\[
J_\sigma = [\Delta I_\sigma(x) \Delta I_\sigma(x)^	op] = \begin{pmatrix}
  I_{xx} & I_{xy} & I_{xz} \\
  I_{yx} & I_{yy} & I_{yz} \\
  I_{zx} & I_{zy} & I_{zz}
\end{pmatrix} \tag{16.5}
\]

We observe that the eigenvalues \( \lambda_1, \lambda_2, \lambda_3 \) of \( J_\sigma \) are real and positive since the tensor \( J_\sigma \) is symmetric and positive definite. The information derived from the eigenvalues of \( J_\sigma \) encodes structural information in a local neighborhood controlled by the parameter \( \sigma \). If we order the eigenvalues \( \lambda_1 \leq \lambda_2 \leq \lambda_3 \), then different combinations reveal structural information. For example, if \( \lambda_1 \approx \lambda_2 \approx \lambda_3 \approx 0 \), then there is no structure present; if \( \lambda_1 \approx 0 \), \( \lambda_1 \ll \lambda_2 \), and \( \lambda_2 \approx \lambda_3 \), then the structure resembles that of an ideal tubular structure [23], and if \( \lambda_1 > 0 \) and \( \lambda_1 \approx \lambda_2 \approx \lambda_3 \), then the structure resembles a blob. From these configurations of the eigenvalues, analytical functions to enhance structural shapes can be derived [24, 25]. However,
analytical expressions are limited to ideal models, as they represent an ideal point in a geometrical model.

We derive a structural measure by learning an association rule between a known centerline and the eigenvalues of the structure tensor for a given tubular object. For details, see Santamaría-Pang et al. [17].

Support vector machines (SVMs) estimate a decision function \( f(x) \):

\[
    f(x) = \sum_{i=1}^{l} y_i \alpha_i K(x_i, x) + b
\]

where \( x \in \mathbb{R}^n \), \( x_i \in \mathbb{R}^n \), \( i = 1, \ldots, l \) are the support vectors, \( K \) is a kernel function, \( y_i \in \{-1, 1\} \), with \( \alpha_i > 0 \), such that \( \sum_{i=1}^{l} y_i \alpha_i = 1 \), and \( b \) is a learned constant. For classification problems, class prediction is performed by finding a threshold value for the function \( f \) and by assigning a penalty value.

Instead of using SVMs for classification, we use them to robustly estimate a posterior probability density function using the approach proposed by Platt [26]. The posterior probability \( P(y = 1 | f) \) is approximated by fitting a parametric sigmoid function as:

\[
    P(y = 1 | f) = \frac{1}{1 + e^{(Af(x)+B)}}
\]

where the parameters \( A \) and \( B \) are computed by defining a new training set \( (f_i, t_i) \), with \( t_i = \left(\frac{y_i+1}{2}\right) \) and using a maximum likelihood estimation:

\[
    \min_{Z=(A,B)} F(Z) = -\sum_{i=1}^{l} t_i \log(p_i) + (1 - t_i) \log(1 - p_i)
\]

where \( p_i = \frac{1}{1 + e^{(Af_i+B)}} \) and \( f_i = f(x_i) \).

During the training phase, the parameters estimated are \( A \) and \( B \) \((16.8)\) and the support vectors \( \alpha_i \), \( b \) \((16.6)\). Figure 16.2 presents the results of applying two different shape models to one 3-D image stack. Model A represents a “smooth and regular” tubular model, whereas model B represents an “irregular” tubular model. Note the difference when predicting tubular structure: the predicted model A is in fact considerably smoother than the predicted model B. This is evident since spines are enhanced in model B as opposed to model A.

**16.2.1.5 Step 5—Morphological Reconstruction**

Morphological reconstruction is posed into a level set framework (for more details, see [18]). Since morphological reconstruction needs to estimate dendrite lengths and diameters, the method described here is based on enhancing 3-D dendritic structures (from step 4) and using the distance transform to obtain an estimate of the dendrite diameters.

The proposed energy function to robustly extract dendritic paths is given by the following form of the Eikonal equation:

\[
    [g(D_n(H(x)))] \| \nabla T(x) \| = 1
\]
with $T(p_0) = 0$ and $p_0$ as the voxel corresponding to the soma center point. The term $g(D_n(H(x)))$ is composed of a morphological operator $H$ and the normalized distance transform operator $D_n$. The morphological operator $H(x)$ is defined as $H(x) = f_1(P(x|f)) \cup f_2(V(x))$, where the term $f_1(P(x|f))$ is a probabilistic morphological operator, composed of the posterior probability $P$, that a voxel belongs to the centerline (16.7), and it is equal to 1 in regions greater than or equal to a given probability value. The second term $f_2(V(x))$ is a threshold operator that is equal to 1 in regions greater than or equal to a given intensity value.

For the specific application, morphological reconstruction is performed in four substeps. The first substep involves propagating a front with low curvature from the center point of the soma, the point $p_0$. The volume used for this propagation is the binary volume obtained by $H$. The surface evolution produces a distance map that captures the distance of every voxel from the soma center point $p_0$. The second substep is finding the terminating voxels. We compute the maximum distance $d^{\text{max}}$ from $p_0$, and then we create a number of connected component subvolumes $S_i^j$, $1 \leq i \leq N$, $1 \leq j \leq K_i$, where $K_i$ is the number of connected components for each $S_i$ region, according to:

$$S_i = \{ x | d_i \leq d(x) \leq d_{i+1} + \varepsilon \}$$

(16.10)

where $d(x)$ is the distance from $x$ to $p_0$, $d_i = \frac{iv_{\text{dmax}}}{N}$, $\varepsilon = \frac{d_{\text{max}}}{rN}$, and $r > 1$. Termination voxels are those voxels for which one of the following conditions apply: (1) $\max(d(S_i^j))$, with $i = N$, or (2) the set of voxels with $\max(d(S_i^j))$, $1 \leq i \leq N - 1$, which are not in $S_{i+1}$. Subsequently, a 3-D front starting from the initial voxel is
intiated according to (16.9), and centerlines are extracted by marching along the gradient from the ending voxels to the initial voxel $p_0$.

Dendritic diameters are estimated for each voxel along each segment. A function $R$ to approximate the diameter of a dendrite is defined as a function of the distance transform volume as $R(x) = 2 \cdot k \cdot D_m(H(x))$, where $k$ is a penalty value and the function $D_m$ is the average distance from the voxel $i$ defined as

$$D_m(H(x_i)) = \frac{1}{3} \cdot \sum_{z \in \{-1,0,1\}} D(H(x_i+z))$$

### 16.3 Results

We have morphologically reconstructed 12 CA1 pyramidal neuron cells. For each cell, first we apply our denoising algorithm to each image stack (Figure 16.3). Next, we register all the individual image stacks to produce a single volume per cell. Figure 16.4(a) depicts a typical dataset with dimensions $2,546 \times 912 \times 121$, consisting of six overlapping image stacks. Then, we perform dendrite segmentation by learning the shape variations of a dendrite segment. To avoid overestimation, the dendrite diameter, we have selected a penalty value of $k = 0.9$ (evident in the soma region (region A, Figure 16.4(b))). Figure 16.4(c) depicts the reconstruction obtained with the proposed method, and Figure 16.4(a) depicts the minimum intensity projection along the $x - y$ axis of the denoised volume. In Figure 16.4(b),

![Figure 16.3](image-url)
region A depicts a detail in the soma region, while region B depicts the detail of typical dendrites of average diameter.

It is important to mention that simulations are highly sensitive to dendritic diameter estimation. The larger the diameter, the larger the surface area, and therefore the resistance.

**16.4 Conclusions**

We have presented a computational and experimental framework toward real-time functional imaging of neuronal cells. The key points of the proposed approach are

1. Membrane resistance (MR) is defined as $MR = \frac{MR_0}{2\pi r_d}$, where $MR_0$ is the specific resistance of the membrane and $r_d$ is the dendrite diameter.
(1) a centerline extraction formulation in terms of 3-D structural offline learning, and (2) a robust energy function used to extract dendrite centerlines and express them as a single connected tree representation. Our proposed method is general, since no assumptions about the shape of tubular objects are being made.
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Robust 3-D Reconstruction and Identification of Dendritic Spines
Firdaus Janoos, Raghu Machiraju, Xiaoyin Xu, and Stephen T. C. Wong

17.1 Introduction

In neurobiology, 3-D reconstruction of neuronal structures such as dendrites and spines is essential for understanding the relationship between their morphology and functions [1] and helps understand neuronal circuitry and behavior in neurodegenerative diseases. Dendrites are the tree-like structures of a neuronal cell, and spines are small protrusions formed on the surface of a dendrite. The shape and number of spines on a dendrite can change over time [2], and their morphological changes are associated with synaptic plasticity [3].

The quantitative morphology and analysis of the linear branching structures in neurons is of broad interest [4–10] and is used to study neurological diseases, such as Alzheimer’s disease (AD) and fragile X syndrome [11,12]. Important aspects of cognitive function, such as experience-based learning [13], attention, and memory [14] are correlated with variations in dendritic arborescence and with spine density and distribution [15,16]. It is hypothesized that the dendritic spine structure affects the physiological properties of synapses located on them [17–19]. The structure of neuronal dendrites and their spines underlie the connectivity of neural networks and may therefore be important predictors of their function [20].

Jacobsen et al. [12] created a mouse model of AD and tracked how spine density changed in the mouse brain. Their quantitative analysis showed that there is a decrease in spine density in the outer molecular layer of the dentate gyrus of the mouse brain. This study identifies an early reflection of pathology at an age and with a level of quantification that can be exploited as a potential indicator of therapeutic interventions. Quantitative analysis has also been used in studying fragile X syndrome on impairment that can range from learning disabilities to more severe cognitive or intellectual disabilities and that affects 1 in 3,600 males and 1 in 4,000 to 6,000 females. Lack of expression of the fragile X mental retardation protein (FMRP) is seen as the major cause of the disease. In 2001 Irwin et al. examined human brain autopsy materials and found that fragile X patients exhibit abnormal dendritic spine lengths and shapes [11]. Compared with normal age-matched controls, quantitative analysis shows that fragile X patients have more long dendritic spines and fewer short dendritic spines in both temporal and visual cortical areas. In 2002, the same group of researchers studied the dendritic spines on layer V pyramidal cells of visual cortices, taken from fragile-X knockout and wild-type control mice and found similar quantitative results that fragile-X mice exhibited significantly more long dendritic spines and significantly fewer short dendritic spines than control mice [21]. As a step toward understanding the function of FMRP, and its homologous, transgenic mice were generated that carried the entire...
FMRF, and those mice displayed reduced symptoms of fragile X. These findings have significant implications for gene therapy for fragile X syndrome [22]. From this example, we can see that quantitative analysis of spine morphology identifies the differences between patients of fragile X and normal control.

There has been extensive research in the field of neuron reconstruction, dendrite tracing, and spine identification from light microscopy images. Three-dimensional light microscopy images of neurons lose a significant amount of information when projecting to 2-D (Figure 17.1), and the preferred method for detailed measurement and study of internal cell structure is from 3-D reconstructions [23, 24]. Automatic reconstruction aids in the analysis of a large number of neurons and the mapping of the spatial relationships between different tracts and neuropiles, such that detailed mathematical and physical models can be constructed to estimate those physiological parameters that can not be otherwise measured easily [25]. Graph models (dendrograms) of the neuron, which concisely capture the neuron geometry and topology, are extremely valuable for analyzing the structure of the neuron backbone and the dendritic spines [26] and elucidating their synaptic and neurological function [16]. However, most methods for spine detection suffer from low reliability and poor accuracy and have heavy requirements of manual supervision. Robust methods for 3-D reconstruction and detection of dendritic spines, and spine morphometry are needed in order to predict whether changes in their dimensions could alter their biophysical properties.

**Figure 17.1** (a, b) Algorithm overview.
Whereas most methods for neuron reconstruction treat the neuron as a volume, we represent the dendrite and the spines as a surface (2-manifold). The advantages of a surface representation are that it allows enforcing of physically plausible smoothness constraints on the shape of the neuron, and it facilitates the extraction of the neuronal skeleton. There are a large number of algorithms and heuristics in the literature for skeletonization, each of which produce different results and do not provide guarantees of correctness [27,28]. We use a geometric skeletonization method by [29] based on the \textit{medial geodesic function}. This algorithm has proved to be well posed and robust against noise, and it produces curve-skeletons that preserve the topology of the original object (homotopic equivalence). The surface model of the dendrite, along with the information computed by the skeletonizing procedure, allows for the accurate identification of spines and for morphological measurements like the diameter, eccentricity, length, and volume. The parameters in the spine identification procedure are intuitive, easy to understand, robust, and motivated by the biology of the neuron being studied.

It should be noted, that while the proposed approach may not be the most viable, it does provide a robust method of constructing 3-D geometric models of spines. This chapter is organized as follows: In Section 17.2, we review some important contributions in neuron reconstruction, tracing, dendrogram construction, and spine identification. We describe the dataset, image acquisition, and processing methods in Section 17.3 (see Figure 17.2(a)). The surface extraction, neuron reconstruction, skeletonization, and spine identification pipeline is explained in Section 17.4 (see Figure 17.2(b)). In Section 17.5, results of the method applied on the data-set are shown. We also explore the implications of the various parameters in detail and make recommendations for selecting their values. Finally, in Section 17.6 we conclude by discussing some thoughts on our current method and directions of future work.

\textbf{Figure 17.2} (a) The 2-D maximum intensity projection of a 3-D neuron image. (b) The full 3-D reconstruction. The 3-D reconstruction captures the branching structure and the morphology of the dendrites with much greater accuracy and is used as the basis for spine identification.
17.2 Related Work

Capowski [30] gives a plenary and in-depth survey of neuron reconstruction and analysis methods. Most of the current methods of reconstruction are semi-automatic and require user guidance to identify salient structures and deal with ambiguities in each confocal microscopy data-set independently [31–33]. These techniques demand several weeks of a specialist’s time for one neuronal reconstruction and do not have the objectivity of automated methods. The goal of decreasing the expense of user interaction often acts contrary to that of ensuring the accuracy and the topological correctness of the result. Consequently, a few recent methods (e.g., [34]) seek for an optimal compromise between automatic segmentation and manual reconstruction.

Some reconstruction methods represent neuronal (and other tubular branching) structures as a tree of connected cylinders or similar mathematical objects [9, 35–40], which detracts from the capability of the model to provide accurate quantitative measurement of the underlying cellular morphology, and require strong assumptions about the objects of interest. Due to the morphologic complexity and variety of neuronal cell types, no general models are suggested in the literature.

Other methods [1, 10, 41–47] employ curve-skeleton methods to build a linear graph representation of dendritic structures. These methods conform to a weak model; however, the curve-skeletonization algorithms employed tend to be very sensitive to small changes in the object shape and do not provide topological guarantees about the resulting 1-D skeleton. We discuss this more in Section 17.4.2.

The analysis of dendritic structure and morphology is largely accomplished manually, and it is extremely time consuming, it is not reproducible, and its accuracy is dependent on the skill of the user. A few spine identification and quantification techniques of varying degrees of automation have been suggested to reduce manual labor and improve the accuracy and reproducibility of the result. Some authors [48–50] use the medial axis to identify spines in 2-D as protrusions relative to dendritic skeleton. Significant information in the 3-D image is lost when projecting to 2-D, and the accuracy of such methods is therefore limited.

Others [51–53] use 3-D medial axis-based strategies to extract a skeleton and identify “spurs” as potential spines. Medial axis–based methods suffer from the general problems of sensitivity to noise and spurious spine detections, and have to use heuristics to eliminate false positives. Model-based spine identification techniques [36, 40] have trouble detecting thin-necked and short spines and have to be manually supervised. In [20], the authors devise a 3-D technique in which spines are not detected using the medial axis branches emerging from the backbone, but instead, as geometric protrusions relative to the backbone.

17.3 Image Acquisition and Processing

In this section we describe the data-set (Section 17.3.1), followed by the image processing pipeline that corrects for the anisotropy in the sampling resolution
(Section 17.3.2) and segments out the neuronal cytoplasm from the background phase (Section 17.3.3). This is followed by a step to join the floating spine heads and remove spurious tissue fragments in the sample (Section 17.3.4).

### 17.3.1 Data-Set

Three-dimensional images of pyramidal neurons in rat hippocampi expressing green fluorescent protein (GFP) were acquired by the digitization of neuronal cultures using a 2-photon laser scanning microscopy (2PLSM) with a $40 \times$ objective and 0.8 NA [16]. The image stacks have dimension $512 \times 512 \times 12$ voxels at 0.07 μm × 0.07 μm × 1 μm resolution. For high-content neuron screening, GFP is used to mark neurons in vitro. GFP absorbs blue light and converts it to green light, which is of lower energy. The emitted green light is then captured by an optical microscope such as a 2PLSM.

To correct the images for the microscope’s point spread function (PSF), which causes out-of-focus objects to appear in the optical slices, we use the deconvolution package AutoDeblur\(^1\) to restore the image. Figure 17.3(a, b) shows volume renderings of the deblurred images after 10 iterations. The parameters of the deconvolution algorithm depend on the setup of the microscopy.

The nature of the image acquisition process and photobleaching effects introduces the following types of artifacts:

- **Shot noise**: Fluorescence detection in image acquisition is performed by photomultiplier tubes (PMTs). PMTs are high-gain, low-sensitivity devices that combined with the low number of photons emitted by small structures, such as dendritic spines, produce photon shot noise.
- **Photo-bleaching effects**: Heterogenous photobleaching of fluorescence emission is induced by differences in exposure rates and times at different $z$-planes orthogonal to the optical axis.
- **Unrelated structures**: Often, the region being scanned consists of a portion of another dendrite or unrelated tissue structure. Floating tissue fragments may also be present on the slide at the time of scanning.
- **Floating spine heads**: Owing to the photobleaching effect, spine heads may be seen as detached from the main dendrite structure with a leading prominence in the direction of the spine head.

These artifacts require the additional processing steps described next.

### 17.3.2 Denoising and Resampling

The image intensity in neuronal regions exhibits noise and sharp variations. This lack of smoothness in the intensity field prevents meaningful analysis of the data such as segmentation and identification of the dendritic edges.

---

1. AutoDeblur is a product of AutoQuant Image, Inc.
Figure 17.3 Volume renderings of two GFP stained pyramidal neuron images from rat hippocampi. (a, b): After deconvolution. (c, d): After denoising and resampling (Section 17.3.2) to 1:1:1 voxel aspect ratio. (e, f): After segmentation (Section 17.3.3).
We use nonlinear diffusion filtering [54], which removes high-frequency noise while avoiding the blurring and localization problems of linear Gaussian smoothing [55]. It is a nonuniform process that has reduced diffusivity at those locations having a larger likelihood to be edges. If \( \Omega \) denotes the domain of the image \( g(x) : \Omega \to \mathbb{R} \), then the filtered image \( u(x,t) \) is a solution to the nonlinear diffusion equation:

\[
\frac{\partial u}{\partial t} = \text{div}(D(|\nabla u|^2)\nabla u) \quad \text{on} \quad \Omega \times (0, \infty) \quad (17.1)
\]

where \( D(|\nabla u|^2) = \frac{1}{1 + |\nabla u|^2/\lambda_{nl}^2} \quad (\lambda_{nl} > 0) \quad (17.2) \)

with the original image as the initial condition \( u(x,0) = g(x) \) on \( \Omega \), reflecting boundary conditions \( \partial n u = 0 \) on \( \partial \Omega \times (0, \infty) \). Here \( \lambda_{nl} \) plays the role of a contrast parameter [56] smoothing low-contrast areas (\( |\nabla u| \leq \lambda_{nl} \)) and enhancing high-contrast areas (\( |\nabla u| > \lambda_{nl} \)).

Unfortunately, this diffusion equation is numerically unstable [57]. By convolving \( u \) with a Gaussian \( K_\sigma \) when computing the gradient \( \nabla u_\sigma \), a regularization is obtained that has a unique solution, is infinitely differentiable, and is more robust to noise. To account for the \( \approx 1:1:10 \) anisotropy in the imaging resolution, we modify the regularized filter to use an anisotropic Gaussian \( K_\Sigma \) with a \( 10:10:1 \) ratio of scales \( \sigma_x, \sigma_y, \sigma_z \).

The nonlinear diffusion equation with anisotropic regularization has the form:

\[
\frac{\partial u}{\partial t} = \text{div}(D(|\nabla u_\Sigma|^2)\nabla u_\Sigma) \quad \text{on} \quad \Omega \times (0, \infty) \quad (17.3)
\]

where,

\[
\Sigma = \sigma \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
u_\Sigma = K_\Sigma \ast u \quad (17.4)
\]

After smoothing, the image is resampled to 1:1:1 resolution with quartic (fourth order) B-spline interpolation. Figure 17.3(c, d) shows the results at the end of the denoising and resampling stage.

### 17.3.3 Segmenting the Neuron

Thanks to the edge-enhancing property of nonlinear diffusion, global thresholding of the intensity field gives a reliable and accurate segmentation of the neuron. This is because the variations in the intensity field outside the neuron are almost zero, and hence a threshold \( \Omega \) of just above zero is very effective in isolating the neuron. At the same time, the filter sharpens edges at the boundaries of the neuronal

2. \( \partial n \) denotes the derivative normal to the image boundary.
3. \( \ast \) represents convolution in (17.4).
objects, thereby making the segmentation more robust to variations in the threshold parameter \( \Omega \). The conditioning of the thresholding operation is quantified by the relative change in the size of the segmented object with respect to a change in \( \Omega \). Assuming that the neurons are approximately cylindrical objects, the condition number \( \text{cond}(\Omega) \) is given by

\[
\text{cond}(\Omega) = \frac{\delta r/r}{\delta \Omega/\Omega}
\]

where \( r \) is the radius of the cylinder. The value of \( \delta r/r \) is approximated by

\[
\frac{\delta r}{r} \approx \sqrt{\frac{\delta V}{V}}
\]

where \( V \) is the volume of the segmented dendritic tissue. We present our investigation into the sensitivity of \( \Omega \) in Section 17.5. Figure 17.3(e, f) shows volume renderings of segmented neuronal objects from two data-sets.

### 17.3.4 Floating Spine Heads

The neuron images contain floating spine heads, separated from the main dendritic backbone, due to photobleaching effects and limited microscope resolution. The neuron sample also contains unrelated tissue fragments that show up as disconnected blobs during imaging. While the spurious fragments need to be removed, the floating spine heads should be identified and connected back to the main dendrite.

It has been observed that the floating spine heads tend to point toward the dendrite, while the dendrite too has a protrusion pointing toward the spine, and both are in close proximity of each other. Color Plate 24 shows a 2-D projection of a segmented neuron image with three detached spine heads and a few spurious fragments. For spine heads 1 and 3, locating the closest point on the main backbone is sufficient to determine the connection between the two. However, for case 2, a join to the closest point is incorrect. Here, along with the orientation of the spine head itself, the protuberance in the dendrite should used to guide the connection. This suggests a method of connecting floating spine heads by growing the spine and the dendrite along the directions in which they protrude. If a join occurs within a certain number of time steps, it is a valid spine; else, it is spurious fragment.

Active contour shape models [58] are a level-set approach that enables us to achieve these goals by using shape information to control the evolution of iso-contours. The boundary \( \zeta(t) = \{x:\psi(x,t) = 0\} \) of the neuron at time \( t \) is encoded as the zero level-set of the field \( \psi(x,t) \). The update equation of the level-set is given by

\[
\frac{\partial \psi}{\partial t} = g(\psi)(c + \kappa)|\nabla \psi| \quad \text{where,} \quad g(\psi) = \frac{1}{1 + |\psi|^2}
\]

The parameter \( \kappa \) is the curvature along the normal to the level-set contour, and \( c \) is a balloon force that evolves the level-set front outward. The term \( \kappa |\nabla \psi| \) guides the evolution of the front using the local curvature.
Therefore, the complete algorithm to connect floating spine heads and discard fragments is as follows:

1. From the segmented image $I$, identify dendrites and potential floating spines by thresholding the volume of the connected components with respect to a reference volume $\vartheta$ (see Section 17.5 for more details).
2. Set the signed distance map $D(I)$ of the neuron image as the level-set function $\psi(x,0)$.
3. Evolve the level-set (17.7) to move in the directions of high curvature for a specified number of time steps $\tau_{gac}$ (Figure 17.4).
4. If the level-sets originating from spine heads and dendritic backbones meet within $\tau_{gac}$, then determine the location of their join point and connect them up at that point (Figure 17.4).
5. Tag all remaining fragments as spurious and discard them.

Because of the proximity constraint, the level-set needs to be evolved over only a very few number of time steps ($\tau_{gac} \approx 5$) for a valid join to occur. The distance transform, too, needs to be computed only in the close vicinity of the edges and can be done very efficiently in linear time [59]. Therefore, the overall computation cost is of this procedure is relatively low.

17.4 Neuron Reconstruction and Analysis

After the image processing pipeline, the connected components are identified as separate dendrites and are analyzed independently. Existing neuron reconstruction methods use signal processing and image processing techniques, followed either by model fitting or skeletonization for neuron reconstruction (Section 17.2). We represent the dendrite by a surface model because: (1) it allows us to control

![Figure 17.4](image-url)  
**Figure 17.4** Surface model of dendrite. (a) The original isosurface of the segmented neuron object. (b) The surface after lowpass filtering and quadric error decimation.
the smoothness of the neuron surface, thereby imposing a physically plausible constraint on the reconstruction, and (2) it lets us perform detailed morphological measurements.

### 17.4.1 Surfacing and Surface Fairing

The surface of the segmented dendrite is obtained by iso-surfacing at any value between (0,1), using extended marching cubes [60]. This surface is over tessellated and suffers from artifacts of staircase noise (Figure 17.5(a)). We first low-pass filter the surface to remove the high-frequency noise, and then down-sample it to a sufficient resolution.

![Figure 17.5](image-url) (a–c) The curve-skeletons for $\theta = 0.0, -0.2, \text{and} -0.5$, respectively. (d) The dendrite graph (before pruning) for the skeleton in (b). The thin gray lines indicate backbone edge chains, and the thick black lines are branch chains: (a) $SK_0^0$ for $\theta = 0.0$; (b) $SK_{-0.2}^0$ for $\theta = -0.2$; (c) $SK_{-0.5}^0$ for $\theta = -0.5$; and (d) dendrite graph for $SK_{-0.2}^0$. 
Lowpass filtering is effected using the two-step surface fairing method described by Taubin [61]. Let \( \mathbf{x} = (x_1, x_2, x_3)^T \) be the 3-D coordinates defined at the vertices of a polyhedral surface. The Laplacian of the point \( \mathbf{x}_i \) on the surface is defined by the weighted average over its neighborhood \( \mathcal{N}_i \) as

\[
\Delta \mathbf{x}_i = \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} w_{ij} (\mathbf{x}_i - \mathbf{x}_j)
\]  

(17.8)

The fairing process is a smoothing step that also causes surface shrinkage (17.9) followed by an expansion step (17.10), applied iteratively \( N \) times:

\[
\mathbf{x}_i' = \mathbf{x}_i + \alpha \Delta \mathbf{x}_i \quad \text{for} \quad 0 < \alpha < 1
\]  

(17.9)

\[
\mathbf{x}_i'' = \mathbf{x}_i' + \mu \Delta \mathbf{x}_i \quad \text{where} \quad \mu < -\alpha
\]  

(17.10)

The transfer function \( f(k) \) of the filter, with respect to surface frequency \( k \), has the following property:

\[
\lim_{N \to \infty} f^{(N)}(k) = \begin{cases} 
1 & 0 \leq k \leq \frac{1}{\alpha} + \frac{1}{\mu} \\
0 & \frac{1}{\alpha} + \frac{1}{\mu} \leq k \leq 2 
\end{cases}
\]  

(17.11)

Here \((1/\alpha + 1/\mu) > 0\) is the cutoff frequency, and \( N \), the number of iterations, controls the rate of decrease in the stop band. This algorithm is fast (linear time), produces smoothing without shrinkage, and quickly achieves a stable solution with respect to \( N \).

Next, the tessellation density is reduced by decimating the mesh using the quadric error metric [62]. Here, every edge is assigned a cost function—namely, the error resulting from its contraction, and the lowest cost edges are iteratively selected and collapsed. Each vertex is associated with a set of planes, and the error at the vertex is defined to be the sum of squared distances from it to all the planes in its set. Each set is initialized with the faces incident to the vertex in the original surface. When an edge is contracted into a single vertex, the resulting set is the union of the two sets associated with the endpoints. The cost of contracting an edge \((\vec{v}_1, \vec{v}_2)\) to a single vertex \(\vec{v}\) is now the error at \(\vec{v}\). This decimation technique does not prevent changes of topology in the mesh, and it suffers from small inaccuracies. However, given the simple topology of a dendrite, and the speed and simplicity of the algorithm, this method is very appropriate for our application. Figure 17.5(b) shows the result of this decimation step.

Increasing the surface decimation factor \( \rho \) has two benefits: (1) it simplifies the model and makes further computations more efficient, and (2) it allows us to impose smoothness constraints on the model.

The smoothness of the surface is measured by the average dihedral angle \( (\overline{\theta}_M) \) of the edges in the mesh. This is further elaborated upon in Section 17.5.
17.4.2 Curve Skeletonization

A curve-skeleton is a 1-D curve, possibly with branches, in the “center” of the shape. A related and much more well-defined concept is the medial axis, which is also referred to as the skeleton. For a 3-D shape, however, the medial axis has two-dimensional components (medial surface). Therefore, the medial axis cannot be a substitute for a 1-D skeleton. Another disadvantage of the medial surface (axis) is its intrinsic sensitivity to small changes in the objects surface [63]. Essentially, any curve-skeleton should satisfy the following basic properties [27]:

1. Homotopic to the original object (topology preservation);
2. Invariant under isometric transformations;
3. Allows recovery of the original object (reconstruction);
4. 1-D (thin);
5. Centered within the object;
6. Visibility of every boundary point on the object from at least one curve-skeleton location (reliable);
7. Ability to distinguish different components of the original object, reflecting its part/component structure (junction detection);
8. Preservation of the connectedness of the original object;
9. Small changes in the skeleton for small changes in object surface (robust).

We use the definition of curve skeletons based on the medial geodesic function by Dey and Sun [29], which combines the intrinsic property of the surface (the geodesic distances) along with its embedding in $\mathbb{R}^3$ (the medial axis), thereby capturing the shape information comprehensively. The medial geodesic function gives the shortest geodesic distances between the points where the maximal balls centered at the medial axis touch the surface. Formally, if $O \subset \mathbb{R}^3$ is a space called \textit{shape} bounded by a connected 2-manifold surface $S$, then the medial axis $M \subset O$ is the set of centers of the maximal balls inscribed in $O$. Let $M_2 \subset M$ be the set of points on the medial axis whose maximal balls touch the surface $S$ at two distinct points. It can be shown that $M_2$ is also a 2-manifold and covers most of $M$ (i.e., $M \neq M_2$ has measure 0). For a point $x \in M_2$, let $B_x$ be the maximal inscribed ball centered at $x$ and $a_x$ and $b_x$ be the two touching points where $B_x$ meets $S$. Then $f(x)$, the length of the geodesic path on $S$ between $a_x$ and $b_x$, is the medial geodesic function (MGF). The curve-skeleton is defined as the singular set (maxima or saddle points) of $f(x)$ for $x \in M_2$.

It is mathematically shown that this definition of a curve-skeleton has properties of homotopic equivalence, isometric invariance, thinness (1-D), centeredness, junction detection, stability (robustness), and connectedness. The MGF values at each point on the skeleton give the size information of the shape. Also the ratio $\varepsilon$ between the geodesic and Euclidean circles passing through the touching points quantify how different the shape is from a tubular one (eccentricity).

The algorithm has one parameter $-1.1 \leq \theta \leq 0.0$ that controls the strictness for selecting points from the medial axis $M_2$ as being skeleton points. As $\theta$ decreases, the curve skeleton becomes less detailed. Formally, if $SK_{\theta}$ is the curve
skeleton for surface $S$ extracted with parameter $\theta$, then $SK_{S}^{\theta_{1}} \subseteq SK_{S}^{\theta_{2}}$ if $\theta_{1} < \theta_{2}$. The selection of this parameter is explained in Section 17.5. Color Plate 25(a–c) show the results of curve-skeleton extraction for a few values of $\theta$.

### 17.4.3 Dendrite Tree Model

The curve-skeleton $SK_{S}^{\theta}$ of the neuron is represented by an attributed tree structure $D \equiv \{V, E\}$, which compactly encodes the geometry and topology of the dendrite. The set of vertices is

$$V = \{v_{i} | v \equiv (x, d)\}$$  \hspace{1cm} (17.12)

where $x \in \mathbb{R}^{3}$ are the spatial coordinates, and $d \in \mathbb{N}$ is the degree of the vertex. The set of edges is

$$E = \{e | e \equiv ([v_{i}, v_{j}], \gamma[a, b], r, f, \varepsilon)\}$$  \hspace{1cm} (17.13)

where $v_{i}, v_{j} \in V$ are its vertices, $\gamma$ is the length of the edge, $[a, b] \in \mathbb{R}^{3}$ are the touching points of medial ball with the surface, $r$ is the radius of the medial ball, $f \in \mathbb{R}$ is the medial geodesic length for the edge, and $\varepsilon$ is the eccentricity.

The dendrite tree has two types of chains of edges $\{e_{1}(v_{1}, v_{2}), e_{2}(v_{2}, v_{3}) \ldots e_{n}(v_{n}, v_{n+1})\}$:

1. Branch chains that start at leaf node $(v_{1}|d(v_{1}) = 1)$ and end at a branch node $(v_{n+1}|d(v_{n+1}) > 2)$;
2. Backbone chains that run between two branch nodes.

Color Plate 25(d) shows the graph of the dendrite in Color Plate 25(b). The dendrite tree is pruned of those branch chains whose cumulative length $\Sigma_{i=1}^{n} \gamma_{i}$ is less than a threshold length $\Gamma_{\text{min}}$. This step eliminates spurious branches in the curve-skeleton by imposing restrictions on the minimum length of potential spines in the dendrite.

### 17.4.4 Morphometry and Spine Identification

For each branch $\beta$ in the dendrogram model we compute the following morphological features:

- $\gamma^{\beta}$ as the cumulative lengths $\Sigma_{i=1}^{n} \gamma_{i}$ of the edges $e_{1} \ldots e_{n}$ from the base (branch nodes) to the apex (leaf nodes);
- Radius $r_{0}^{\beta}$ of the medial ball and eccentricity $\varepsilon_{1}^{\beta}$ at the base of the branch;
- Radius $r_{n}^{\beta}$ and eccentricity $\varepsilon_{n}^{\beta}$ at the apex;
- Average weighted radius $r^{\beta} = (1/\gamma_{1}^{\beta}) \Sigma_{i=1}^{n} \gamma_{i} r_{i}$;
- Volume $V^{\beta}$ as the cumulative volume of the edges $\Sigma_{i=1}^{n} \pi r_{i}^{2} \gamma_{i}$ (approximating each edge by a cylinder);
- The angle $\phi^{\beta}$ the branch chain makes with the backbone edge at the base;
- The curvature $\kappa^{\beta}$ of the backbone at the base of the branch chain.
To distinguishing between branch chains that belong to end segments of the dendritic backbone and those that belong to the spines (see Color Plate 25(d)) in the pruned dendrite tree, we use the following decision sequence:

1. If $β$ is a branch chain of cumulative length $γ^β$ greater than a threshold length $Γ_{max}$, then mark it as dendritic backbone.
2. Else:
   a. If the average weighted radius $r^β$ is greater than a threshold $R_{max}$, mark it as a backbone chain $β_{bb}$.
   b. Else mark it as spine chain $β_s$.

The threshold $Γ_{max}$ enforces a maximum length constraint on valid spines, while $R_{max}$ enforces a maximum radius constraint. While our frameworks allow for more sophisticated morphological models when checking for spines, we find that this model performs well for our data-sets. Some results are presented in the next section.

17.5 Results

The results of the spine-identification procedure were validated on a data-set of 20 image stacks of pyramidal neuron cultures. Each 3-D image contains multiple independent dendritic backbones with branching topology (Color Plate 26(a, b)). Comparison with ground truth was done by overlaying the extracted skeleton and the identified spines on to the denoised neuron image, projecting into 2-D along the $z$-axis, and manually checking the results. Color Plate 26(c, d) shows this projection.

Our method was implemented in a combination of MATLAB,$^4$ C++, ITK$^5$ and VTK.$^6$ We used the CurveSkel software package$^7$ to calculate the curve skeleton of the dendrites. Our algorithm was deployed on a PC with an Intel Core2 Duo 1.8-GHz processor and 2-GB RAM. The running time to process one neuron image is approximately 12 minutes.

Table 17.1 gives a list of the parameters in the pipeline, their optimal values, and the conditions under which they need to be tuned. Parameters of type Setup depend upon either the properties of the image acquisition process or the digitization process and would need to be changed only if this setup were to change. The parameters of type Data-set depend on the characteristics of the neurons being analyzed and can be kept the same for the entire data-set.

Edges with gradient value less than the diffusion conductance parameter $λ_{nl}$ are smoothed, while those above it are enhanced. Given the nature of the intensity

---

4. MATLAB® is a product of The MathWorks, Inc.
17.5 Results

Table 17.1 List of Parameters and Their Optimal Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
<th>Values</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{nl}$</td>
<td>Nonlinear diffusion conductance (17.2)</td>
<td>0.5 to 1.5</td>
<td>-</td>
</tr>
<tr>
<td>$N_{nl}$</td>
<td>Nonlinear diffusion number of time-steps</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Regularization scale (17.3)</td>
<td>2 to 5</td>
<td>Setup</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Segmentation threshold (Section 17.3.3)</td>
<td>20 to 200</td>
<td>-</td>
</tr>
<tr>
<td>$\tau_{gac}$</td>
<td>Level-set time-steps</td>
<td>5 to 10</td>
<td>Setup</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>Floating fragment max volume ($\times 10^3$)</td>
<td>5 to 1000</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Surface fairing smoothing (17.9)</td>
<td>0.3 to 0.7</td>
<td>-</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Surface fairing expansion (17.10)</td>
<td>-0.1 to -0.4</td>
<td>-</td>
</tr>
<tr>
<td>$N$</td>
<td>Surface fairing steps (17.11)</td>
<td>20 to 80</td>
<td>-</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Surface decimation factor</td>
<td>0.90 to 0.96</td>
<td>Data-set</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Skeletonization strictness (Section 17.4.2)</td>
<td>0.0 to -0.2</td>
<td>Data-set</td>
</tr>
<tr>
<td>$\Gamma_{min}$</td>
<td>Minimum spine length (Section 17.4.3)</td>
<td>12 $\pm$ 3</td>
<td>Data-set</td>
</tr>
<tr>
<td>$\Gamma_{max}$</td>
<td>Maximum spine length (Section 17.4.4)</td>
<td>38 $\pm$ 5</td>
<td>Data-set</td>
</tr>
<tr>
<td>$R_{max}$</td>
<td>Maximum spine radius (Section 17.4.4)</td>
<td>17 $\pm$ 5</td>
<td>Data-set</td>
</tr>
</tbody>
</table>

Field in a neuron image, we find a large difference between the gradients of valid edges and noise edges, and the smoothing step is not sensitive to the selection of $\lambda_{nl}$. Reference [54] has shown that edges remain stable over a long period of time in the nonlinear diffusion process, while the solution gradually converges to a steady state. We too observe that after 10 iterations, most of the noise is removed, and the edges remain stable up to 200 iterations (Figure 17.6). Consequently, the number of time steps $N_{nl}$ is fixed at 15 for all data-sets. The regularization scale $\sigma$ depends upon the physical spacing between the voxels. For our microscopy setup, a value $\sigma$ between 2 to 5 was found to be satisfactory.

The condition number $\text{cond}(\Omega)$ (17.5) quantifies the sensitivity of the segmentation threshold $\Omega$ (Section 17.3.3). As seen in Figure 17.7(a), the condition number is low for $\Omega < 300$, and once the background tissue is segmented out ($\Omega > 10$), the approximate radius (in voxels) of the segmented neuron stabilizes (Figure 17.7(b)). As a result of this large range in acceptable values of $\Omega$, the algorithm is robust with respect to it and it does not have to be fine tuned.

The $\tau_{gac}$ parameter enforces a proximity constraint (Section 17.3.4) between valid floating spine head and the dendritic backbone and depends upon the characteristics of the imaging process and the underlying tissue, which are responsible for this disconnect. We find that $\tau_{gac} \approx 5$ is appropriate for all cases in our dataset. The volumes of the smallest dendrite ($>120,000$ voxels) and the largest floating tissue fragment ($\ll 5,000$ voxels) differ by two orders of magnitude, and therefore the volume threshold $\vartheta$ has a lot of slack in its selection.

The two parameters $\alpha$ and $\mu$ of the surface fairing step affect the pass-band and stop-band of the surface frequencies (Section 17.4.1). The parameter $N$ controls the sharpness of the cutoff frequency. Their value can be kept fixed and does not have to be tuned. This is because the scale of the noise in the iso-surface is many orders of magnitude smaller than the scale of the features (spines) in the neurons, as can be clearly seen from Figure 17.4(a).

To select the best quadric error decimation factor $\rho$, we use the average dihedral angle $\bar{\phi}_M$ of the surface mesh $M$ to quantify smoothness. Figure 17.7(c) shows
the value of $\phi_M$ with respect to the decimation factor $\rho$. Initially, as number of polygons in the original mesh starts reducing, $\phi_M$ of the remains fairly constant. However, after a certain percentage of the faces are removed, the surface begins to develop sharp edges, and $\phi_M$ begins to rise sharply. The optimal value of $\rho$ is in the region where the knee point occurs. We have found a factor of 0.8 to 0.95 to produce good results.

The skeletonization strictness parameter $\theta$ (Section 17.4.2), the spine length thresholds $\Gamma_{\text{min}}$ (Section 17.4.3), $\Gamma_{\text{max}}$ and maximum spine radius threshold $R_{\text{max}}$ (Section 17.4.4) work in conjunction to directly influence the sensitivity$^8$ and specificity$^9$ of the spine identification process. The values of $\Gamma_{\text{min}}$, $\Gamma_{\text{max}}$, and $R_{\text{max}}$ serve to impose biologically meaningful constraints on the size of the spines and are known a priori, while $\theta$ is set constant for the entire dataset. From the receiver operating characteristic (ROC) curves (Figure 17.8) we observe the effect of variations in $\Gamma_{\text{min}}, \Gamma_{\text{max}}$, and $R_{\text{max}}$ on the accuracy of the algorithm. We obtained optimal sensitivity (0.953) and specificity (0.901) at $\theta = 0.05$, $\Gamma_{\text{min}} = 12$, $\Gamma_{\text{max}} = 38$, and $R_{\text{max}} = 17$ for our dataset.


Figure 17.7  (a) The condition number with respect to $\Omega$. The dashed line is a least-squares fit of the data. (b) the approximate radius (in voxels) of the segmented volume with respect to $\Omega$. (c) The average dihedral angle $\bar{\phi}_M$ of dendrite surface mesh $M$ versus decimation factor $\rho$. 
Figure 17.8 ROC curves with respect to θ. (a) The ROC curve for different values of $\Gamma_{\min}$. (b) The ROC curve for different values of $\Gamma_{\max}$. (c) The ROC curve for different values of $R_{\max}$.
17.6 Conclusion

In this chapter we have presented a method to robustly reconstruct neuronal dendrites in 3-D and to accurately identify spines on the dendrites. We developed a surface representation of the neuron that is compact and allows us control over the smoothness of the reconstructed surface. The curve-skeleton of the neuron was extracted using a procedure based on the medial geodesic function, which is robust to noise and correct in the sense of topological preservation. Based on the surface representation and the curve-skeleton, we could accurately detect spines and measure spine length, volume, area, basal angle, and other morphological features. Such features, in combination with other experimental information, may help researchers to delineate the mechanisms and pathways of neurological conditions such as Alzheimer’s disease and tuberous sclerosis complex syndrome. The parameters of our method are easy to understand and biologically motivated. We also presented a detailed study of the effect of the various parameters on the image processing, reconstruction, and spine identification procedures that shows the robustness of this approach to parameter selection.

We are investigating methods to use the rich description of neuronal structure presented here to track dendrites and spines over time and study their morphological changes. By combining the 3-D reconstruction algorithm with image registration, we plan to study the relationship between the changes in spines and their synaptic formations dynamically in order to uncover potentially new mechanisms of neuronal networks and functions. We also believe that the processing time for one neuron image can be reduced by a factor of $2 \times$ by optimizing our algorithm and implementing it entirely in C/C++.
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Small animals represent vital model systems for the study of organism development and human disease [1]. In vivo imaging technologies prove to be extremely valuable tools for such studies. Recent advances in small animal imaging have yielded techniques such as positron emission tomography (PET), magnetic resonance imaging (MRI), x-ray computed tomography (CT), and optical imaging. Since individual modalities offer their own unique advantages, it would be beneficial to fuse them together in order to gain richer multidimensional physiologic information.

In this chapter, we introduce small animal in vivo optical imaging methods and discuss our approach to register 3-D fluorescence molecular tomography (FMT) and CT images of rodents.

### 18.1 In Vivo Molecular Small Animal Imaging

Small animal models are often used as surrogates for humans in the study of normal and disease states. It is now possible to introduce genetic mutations identical to those commonly found in human cancer tissue into the endogenous murine gene locus, improving the physiological relevance of small animal studies [2]. Growing opportunities to apply methods of molecular and cellular biology to the study and treatment of human diseases have increased the demand for such animal models with more human-like diseases. This has led to the desire to devise a technique to image animals in order to track disease progression without requiring a biopsy or euthanasia of the animal. In vivo imaging can improve our ability to probe complex biologic interactions dynamically and to study disease and treatment responses over time in the same animal, thus offering the potential to accelerate basic research and drug discovery [2].

Among animal imaging modalities, optical imaging is unequivocally one of the most exciting visualization tools, since it offers several advantages such as high sensitivity, nonionizing radiation utilization, and optical probe stability. Hence, the discussion of this chapter focuses on optical animal imaging techniques.

#### 18.1.1 Fluorescence Microscopic Imaging

Fluorescence imaging has become an increasingly versatile and powerful tool for biologists over the last decade. Recently, the invention of two new imaging modalities, confocal, and 2-photon microscopy together with the creation of an array of fluorescent protein reporters have triggered an explosion in fluorescence imaging techniques in biological investigation.

Confocal microscopy was first developed by Marvin Minsky in the 1950s. In traditional optical microscopy techniques based on 1-photon absorption processes,
penetration depth and resolution are limited. During the past two decades, new optical microscopy techniques have utilized nonlinear light-matter interactions to generate signal contrast. Two-photon fluorescence microscopy [3], which uses a 2-photon absorption technique to excite fluorescence, has changed fluorescence microscopy greatly. This technique has two major advantages [4]. Multiphoton absorption occurs in the near-infrared wavelength range and has deeper penetration and less phototoxicity, whereas emission occurs in the visible spectral range. In addition, the signal has nonlinear relationship with the density of photons. As a result, the absorption of photons is confined near the focal plane and results in reduced photobleaching [4].

In order to provide the ability to image molecular contrast in vivo in whole animals or tissue, macroscopic visualization methods have been developed. One of the recent technological evolutions, the fluorescence molecular tomography (FMT) proposed by V. Ntziachristos [5], is discussed in detail in the next section.

18.1.2 Bioluminescence Imaging

Bioluminescence is light produced by a chemical reaction within an organism through a biochemical reaction. The light is generated when the oxidation of a compound called “Luciferin” reacts with a catalyst enzyme called “Luciferase.” For in vivo bioluminescence imaging, biological entities or process components are labeled with a luciferase gene inserted into the DNA of a cell, which gives the cell bioluminescent properties. It will generate light in the presence of luciferin, which in turns can be imaged with a sensitive detector. Compared to fluorescence imaging, which uses an external light source, there is no inherent background bioluminescence in most normal tissue, yielding a higher image contrast [6].

Bioluminescence tomography is being actively researched currently. For example, Kok [7] created a 3-D reconstruction of the approximate location of the original light sources from a number of multiangle 2-D bioluminescence images.

18.1.3 Coherent Anti-Stokes Raman Scattering Imaging

Fluorescence and bioluminescence imaging methods both require staining tissues. However, many specimens in biology and medicine such as biochemical species or cellular components will not fluoresce or tolerate labeling. In these cases, other contrast mechanisms with molecular specificity are needed.

Coherent anti-Stokes Raman scattering (CARS) microscopy [8] is a highly sensitive [9] vibrationally selective imaging modality capable of rapid in vivo molecular imaging [10], based on the contrast in CARS microscopy arising from the intrinsic molecular vibrations in a specimen. CARS microscopy is capable of providing molecular information with submicron spatial resolution, allowing the production of images depicting intact tissue and cellular architecture in situ. In CARS, a pump beam, at frequency $\omega_p$, and a Stokes beam, at frequency $\omega_s$, interact with a sample through a four-wave mixing process. When the beat frequency $\omega_p - \omega_s$ is tuned to match the frequency of a Raman active molecular vibration, resonant molecules are coherently driven with the excitation fields, resulting in the generation of a strong
“anti-Stokes” signal at $\omega_{as} = 2\omega_p - \omega_s$. Due to the nonlinear nature of the CARS process, the anti-Stokes signal is generated only at a small focal spot that can be scanned in space, allowing the acquisition of high-resolution, threedimensional image volumes. In thick, turbid tissue such as brain matter, a large percentage of the CARS signal is redirected through multiple scattering events into the backwards (EPI) direction and can be easily collected by a large-area point detector. With a signal strength that is orders of magnitude greater than conventional Raman scattering, and spatial resolutions far better than infrared imaging, CARS microscopy has been noted to be useful in a variety of applications. Recently, it was used to image tissue in a living organism at the video rate [10], allowing for real-time, chemically selective imaging in vivo.

18.1.4 Fibered In Vivo Imaging

A major disadvantage of optical imaging in vivo biomedical applications is its low penetration depth. Most optical imaging methods cannot access tissues or cell types deep within solid organs or hollow tissue. Recently, fiber optic–based endoscope imaging has become increasingly versatile by reducing the size and expanding the functionality of optical fiber–based devices, making it possible for optical systems to image deep tissue. Many fiber optic–imaging systems have designs based on confocal [11–16], 2-photon absorption [16], second harmonic generation, and CARS [12]. Additionally, a fiber-optic device may be implanted within live animal subjects for long-term imaging studies, which would lead to new in vivo assays for the testing of drugs and other therapies [13, 14].

As an example, Mauna Kea Technologies (Paris, France) has some fiber-optics products that are commercially available (see Chapter 19). Their products use flexible fiber bundles to guide and collect light. One of their products has a lateral and axial resolution of 1.8 $\mu$m and 10 $\mu$m, respectively. Another product, which is suitable for minimally invasive animal experiments, has a tip with only 0.3-mm diameter.

18.2 Fluorescence Molecular Imaging (FMT)

Fluorescence has been a potent tool in small animal imaging. However, in vivo confocal or multiphoton microscopy can image just superficial structures. Imaging and quantification of fluorochrome reporters in deep structures (> 1 mm) are very elusive [15]. V. Ntziachristos and R. Weissleder proposed and implemented a novel, volumetric imaging technique (FMT) [16] that accounts for the diffusive propagation of photons in tissue. The technique is capable of resolving and quantifying pico- to femtomole quantities of fluorochromes in whole animals and can achieve several centimeters of tissue penetration.

18.2.1 Fluorescence Scanning

The FMT system is showcased in Color Plate 27. The near infrared 670 nm from a laser diode (a) is split by a silica coupler, (b) to the reference branch, (c) and to the optical switch (d). The light is switched sequentially to 24 outputs and directed
onto the optical bore (f) using 24 multimode optical fibers (e). Thirty-six optical fiber bundles, which are used for light detection and transmission, are arranged in a $6 \times 6$ array onto a flat plate (h). Three rings of 12 detector fibers are interlaced with two rings of 12 source fibers. The distance between rings is 0.5 cm.

18.2.2 FMT Data Processing

The fluorescence is measured with a three-cavity bandpass interference filter. Intrinsic light is detected without the filter. For every source-detector pair, the normalized fluorescence measurement $U_N(\vec{r}_s, \vec{r}_b)$ can be calculated [5]. $U_N(\vec{r}_s, \vec{r}_b)$ is a function of the medium’s fluorochrome distribution.

$$U_N(\vec{r}_s, \vec{r}_b) = \frac{1}{U_0(\vec{r}_s - \vec{r}_d, k_{\lambda_1})} \cdot \int d^3 r \cdot U_0(\vec{r}_s - \vec{r}, k_{\lambda_1}) \cdot \frac{n(\vec{r})}{1 - i\omega \tau(\vec{r})} \frac{v}{D_{\lambda_2}} G(\vec{r}_d - \vec{r}, k_{\lambda_2})$$  \hspace{1cm} (18.1)

where $D_{\lambda_2}$ is the diffusion coefficient at $\lambda_2$, $v$ is the speed of light into the medium, and $n(\vec{r})$ is the position-dependent product of the fluorochrome absorption coefficient $\mu_a(\vec{r})$ and fluorescence quantum yield $\gamma$. The parameters $k_{\lambda_1}, k_{\lambda_2}$ are the wave propagation vectors at wavelengths $\lambda_1, \lambda_2$, respectively, and $\tau(\vec{r})$ is the fluorescence lifetime of the fluorochrome at position $\vec{r}$. Equation (18.1) is written for the general case where the source term is light of modulated intensity $\omega$.

The function $U_0(\vec{r}_s - \vec{r}, k_{\lambda_2})$ describes the established photon field into the diffuse medium at position $\vec{r}$ due to a source at position $\vec{r}_s$, and $G(\vec{r}_d - \vec{r}, k_{\lambda_2})$ is the Green’s function solution to the diffusion equation that describes the propagation of the emission photon wave from the fluorochrome at position $\vec{r}$ to the detector at $\vec{r}_d$ [5]. Equation (18.1) can be discretized into a number of coupled linear equations in order to perform reconstruction. The final fluorochrome concentration is given by $[F(\vec{r})] = n(\vec{r})/\gamma \cdot \epsilon$, where $\epsilon$ is the fluorochrome’s extinction coefficient. Recently N. Deliolanis and colleagues have improved the system using CCD camera-based technology to perform noncontact, 360-degree projection fluorescence tomography, which yields a superior information content compared with fiber-based implementations [24].

18.2.3 Multimodality

FMT has been used for 3-D imaging and visualization of gene expression and cell traffic in whole animals. However, fluorescence contrast is mainly functional or molecular and carries little anatomical information. So combining FMT and modalities with high-resolution complementing anatomical features such as CT and MRI is an attractive strategy. J. Grimm et al. [2] exemplified how gene expression profiles can be used to select innovative imaging approaches for cancer with the
combination of functional and anatomical imaging. Importantly, the anatomical modality can guide the inversion problem by offering a priori information, which is helpful in finding a better solution. The following section introduces a method to coregister FMT and CT animal images in order to gain functional and anatomical information [17].

18.3 Registration of 3-D FMT and MicroCT Images

18.3.1 Introduction

Most optical molecular animal imaging methods provide high-resolution functional information, but carry little anatomical information. In biomedical applications, however, investigators require accurate structural information for clear interpretation. In this work, we describe our approaches used to register 3-D FMT and microCT images for fusing fine anatomical structures and functional information. This work has contributed to the registration of the 2-D flat image and the 3-D microCT image of the mouse to bridge the gap between the 3-D FMT image and 3-D microCT image of the animal.

Images acquired from FMT and microCT have different intensities and spatial resolutions. To solve the registration problem of multimodal images, the maximization of mutual information of voxel intensities has been proposed and demonstrated to be a powerful method, allowing fully automated robust and accurate registration of multimodal images in a variety of applications without the need for segmentation or other preprocessing of the images. As for registration of 3-D FMT and microCT images of the mouse, 3-D FMT reveals only specific tumors without much anatomical information, as its maximum diameter is only a couple of millimeters in length and is much smaller than microCT image of the whole animal, which is about 10 cm long. This results in a challenging problem of directly aligning both images efficiently and precisely. More information is needed in order to facilitate registration. Fortunately, 2-D flat images (photography) and 3-D FMT images can be acquired in series using the planar fluorescence reflectance imaging/FMT system without moving the subject [2]. Therefore, their spatial relationship is known after acquisition, and FMT images can be superimposed onto the surface anatomical features to create a rough context. Our observation is that 2-D flat images can be employed to bridge the gap between small 3-D FMT images and large microCT images of the same animal. Thus, we are facing a 2-D/3-D registration problem, which has been investigated in the literature for various applications [18]. The registration of 2-D flat and 3-D images is a novel task because the 2-D flat image is a surface projection image of the 3-D object, which is totally different from other medical image modalities such as x-rays, reconstructed radiographs (DRR), digital subtraction angiography (DSA), fluoroscopic images, positron emission tomography (PET), and single photon emission computed tomography (SPECT). Although many papers address the registration between 2-D images and 3-D images, they are different from our work because this work deals with boundary-based registration. Image registration methods can be categorized in two distinct groups: intensity-based and feature-based techniques [18]. Because only boundary information can be used to register 2-D flat and 3-D microCT
images, the feature-based matching method rather than the intensity-based method is employed, which allows registering images of completely different nature and can handle complex between-image distortions.

18.3.2 Problem Statement and Formulation

Since 3-D FMT images contain only tumor information in the mouse and carry little anatomical information, it is difficult to coregister 3-D FMT and 3-D microCT images directly. Fortunately, while 3-D FMT images are acquired, flat images can be generated and matched with 3-D FMT images to give an anatomical context of the mouse in 2-D. If we register 2-D flat images with 3-D microCT images, we can roughly align 3-D FMT and microCT images in 2-D. The resultant transformation can then be employed as a starting point for further alignment in all three dimensions. A 2-D flat image is basically a photograph (i.e., a surface projection image) of the mouse. We project 3-D microCT images to obtain a 2-D projection image that is similar to the flat image. Only the boundary information in both 2-D images is the same and can be used for registration.

The first step is to segment the 2-D flat image, shown in Figure 18.1. The boundary of the mouse, denoted by \( C_r \), is obtained by segmenting the 2-D flat image by gradient vector flow snake model.

The second step is to project the 3-D microCT images to obtain a projected 2-D microCT images corresponding to the flat image. The projected image is denoted by \( P(\theta, I) \), where \( I \) is the 3-D microCT image, \( \theta = (\theta_1, \theta_2) \) is the adjustable projection parameters (two rotation angles about axes in the coronal plane of microCT images), and \( P(\theta, I) \) is the projection operation on 3-D microCT image \( I \). The proper \( \theta \) is used to make the projected microCT image as similar as possible to the flat image, as shown in Figure 18.2. Figure 18.2(b) resembles the 2-D flat image more than Figure 18.2(c). After projection, the microCT image \( P(\theta, I) \) is then segmented to obtain the boundary of the mouse for registration, denoted by \( C_m(\theta) \).

The third step is to register the two 2-D images by the two point sets \( C_r \) and \( C_m(\theta) \). We denote the two point sets by reference point set and moving point set with their elements denoted in \( C_r = \{r_i|i=1,\ldots,N_r\} \) and \( C_m(\theta) = \{m(\theta)_j|j= \)

![Figure 18.1](image1.png) Segmentation of the flat image with GVF snake.
18.3 Registration of 3-D FMT and MicroCT Images

Figure 18.2 (a) 2-D flat image, (b) projection of the 3-D CT image with a \( \theta \), and (c) projection of the 3-D CT image with another \( \theta \).

\[ \{r_i\} \text{ where } \{r_i\} \text{ and } \{m(\theta)_j\} \text{ are the pixel position vectors. During different imaging sessions such as microCT and flat/FMT imaging, the positioning of the mouse is different, which would cause some deformation of the mouse. We believe that affine transformation can be employed to model this deformation. Therefore, we assume that the relationship between the two point sets is 2-D Euclidean affine transformation, comprising of six parameters. That is, for } \lambda, \theta \in \mathbb{R}^2 \text{ and } \{m(\theta)_j\} \text{ we define:} \]

\[
T(\lambda; s) = \begin{bmatrix} \lambda_1 & \lambda_2 \\ \lambda_3 & \lambda_4 \end{bmatrix} s + \begin{bmatrix} \lambda_5 \\ \lambda_6 \end{bmatrix}
\]

where \( \lambda = [\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6] \) are the affine parameters, among which \( \lambda_5, \lambda_6 \) are translation parameters and \( T(\lambda; s) \) is the pixel position vector. The task of the registration is to determine the parameters of transformation \( \lambda = [\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6] \) and the previous adjustable projection parameters \( \theta \), which best align the moving point set and reference point set.

Registration is evaluated by a disparity function \( \epsilon(s) = ||s||_2 \). To compute \( \epsilon(s) \), we require the specification of the correspondence between the reference and moving point sets. This correspondence is denoted by the function \( \xi(j) \) where \( j = 1, \ldots, N_m \), which finds the corresponding reference point index for each moving point after affine transformation \( T(\lambda; m(\theta)) \). The index of the closest point correspondence \( \xi(j) \) for every moving point is computed as follows:

\[
\xi(j) = \arg \min_{k \in \{1, \ldots, N_r\}} \epsilon(r_k - T(\lambda; m(\theta)_j))
\]

Thus, the disparity function can be defined as:

\[
f(\lambda, \theta) = \frac{1}{N_m} \sum_{j=1}^{N_m} \epsilon(r_{\xi(j)} - T(\lambda; m(\theta)_j))
\]

The optimal solution is given by:

\[
(\lambda^*, \theta^*) = \arg \min_{\lambda, \theta} f(\lambda, \theta)
\]
Finally, the estimate of the optimal registration is given by minimizing $J(\lambda, \theta)$ over $(\lambda, \theta)$. With the obtained projection and affine parameters, we can align 3-D FMT and microCT images in 2-D space.

Iteration is used to optimize our problem. For each iteration, the 3-D microCT image should be automatically projected according to the adjustable projection parameter $\theta$. This poses another problem of automatically segmenting the projected microCT image during iteration. In order to get a good initial contour, we first convert the gray projected microCT image to a binary image with the global image threshold, which is computed automatically using Otsu’s method [19]. Then, morphological operations including opening and closing are performed on the binary version of the projected microCT image. The boundary of the binary image is employed as the starting position of the GVF snake model.

### 18.3.3 Combined Differential Evolution and Simplex Method Optimization

A novel algorithm combining differential evolution (DE) and improved simplex method for solving (18.5) is introduced and validated with simulated images and real images of mice [20].

The two additional projection parameters and noncorresponding points in the two point sets create many local minima in the optimization problem. We turn to certain global optimization methods, among which the differential evolution [21] is a simple and efficient adaptive scheme for global optimization over continuous spaces. But the population size of DE is proportional to the parameter number, and the evaluation of the objective function contains a projection operation on the 3-D CT image that would overburden the computation. So in our studies, using the DE method with all the parameters is very time consuming. As we mentioned previously, the simplex method is accurate and efficient to estimate the affine transformation parameters, and it is the adjustable projection parameters that make the optimization problem have many local minima. So we can combine both DE and simplex methods to optimize the problem. That is, for every specified $\theta$ the two point sets can be extracted. Then the simplex method is used to minimize

$$J(\lambda) = \frac{1}{N_m} \sum_{j=1}^{N_m} \varepsilon(r_{\xi(j)} - T(\lambda; m(\theta)_j))$$

(18.6)

where $\theta$ is specified. The optimal $J(\lambda^*)$ is regarded as the value of the objective function of DE with the specified $\theta$.

In the six-dimensional search spaces of vectors $\lambda$, a simplex with seven vertices is deformed and moved to a descending direction inferred in terms of distribution of sampled objective function at the vertices. The three motions such as reflection, expansion, and contraction are prepared for the simplex to scan over the search space. Provided with an initial parameter vector $\lambda^{(0)}$ at the first iteration, an alignment of the simplex vertices is given by $\lambda^{(0)}$ and $\{\lambda_k^{(0)} = \lambda^{(0)} + \gamma e_k\}_{k=1}^6 (\gamma > 0)$, where $e_k$ is the normal basis vector. The simplex method requires only function evaluations, not derivatives. The method has a geometrical naturalness about it, which makes it delightful to describe or work through.
Another problem with the simplex method we have to consider is estimating the global initial values of \( \lambda^{(0)}_0 \), one component of which is the translation parameters. Since our algorithm is based on iterative calculation, the initial alignment of \( \{m(\theta)_j\}_{j=1}^{N_m} \) and \( \{r_i\}_{i=1}^{N_r} \) affects its convergence rates and precision. Registration of the geometric centers of both the data solves their initial shift such that

\[
[\lambda^{(0)}_5, \lambda^{(0)}_6] = \frac{1}{N_r} \sum_{i=1}^{N_r} r_i - \frac{1}{N_m} \sum_{j=1}^{N_m} m(\theta)_j
\]  

(18.7)

The other initial affine parameters \( [\lambda^{(0)}_1, \lambda^{(0)}_2, \lambda^{(0)}_3, \lambda^{(0)}_4] \) are set to \([1 0 0 1]\).

The simplex method has only three motions: reflection, expansion, and contraction, to search for a better solution. To improve the search we introduce a least square step as an additional searching method during the evaluation of the objective function. With \( \theta \) fixed, given \( \lambda \) we can get the corresponding closest point set \( Q = \{q(j)|j = 1, \ldots, N_m\} \) using (18.3). We denote \( q_k \) as the \( k \)th point of \( Q \), which has two elements \( q_k = [q_{k1}, q_{k2}] \). The affine transformation model between the two point sets can be written as

\[
Y = \chi \tilde{\lambda}
\]  

(18.8)

where \( m(\theta)_k = [m(\theta)_{k1}, m(\theta)_{k2}] \) and

\[
Y = \begin{bmatrix}
q_{11} & q_{12} \\
\vdots & \vdots \\
q_{Nm1} & q_{Nm2}
\end{bmatrix}
\]  

(18.9)

\[
\chi = \begin{bmatrix}
1 & m(\theta)_{11} & m(\theta)_{12} \\
\vdots & \vdots & \vdots \\
1 & m(\theta)_{Nm1} & m(\theta)_{Nm2}
\end{bmatrix}
\]  

(18.10)

\[
\tilde{\lambda} = \begin{bmatrix}
\tilde{\lambda}_5 \\
\tilde{\lambda}_6 \\
\tilde{\lambda}_1 \\
\tilde{\lambda}_3 \\
\tilde{\lambda}_2
\end{bmatrix}
\]  

(18.11)

Parameter \( \tilde{\lambda} \) is the affine parameters between the moving point set \( C_m(\theta) \) and its corresponding closest point set \( Q \). A least squares estimation of \( \tilde{\lambda} \) can be obtained by

\[
\tilde{\lambda} = [\chi^T \chi]^{-1} \chi^T Y
\]  

(18.12)

Consequently, with \( \theta \) fixed, \( \lambda \) can be updated by (18.12). A better solution will be found while evaluating the objective function.
18.3.3.1 Summary of the Algorithm

The components of our proposed optimization is summarized as follows:

- Use the DE method over $\theta$ with the simplex method as its objective function.
- Utilize the simplex method to optimize the affine transformation problem with specified $\theta$.
- Evaluate the objective function of the simplex method over the affine parameters $\lambda$.
  - Project the 3-D microCT image according to the adjustable projection $\theta$ parameter and then segment the projected image to get the moving point set $\{m(\theta)_j\}_{j=1}^{N_m}$.
  - Compute the moving point set after affine transformation with the current estimate $\lambda^*:\{T(\lambda^*, m(\theta)_j)\}_{j=1}^{N_m}$ and the corresponding closest point set $\{q(j)\}_{j=1}^{N_m}$. Thus, the objective function value is computed $J_\theta(\lambda^*)$ with (18.4).
- Update parameters using the least squares method.

A flowchart is shown in Figure 18.3.

![Flowchart](image-url)
18.3.3.2 Experiment with Simulated Image Data

First, a synthetic flat image and the 3-D microCT image are registered. The synthetic flat image is generated as follows:

1. Project a 3-D microCT image after rotating about two axes according to the adjustable projection parameters $\theta$.
2. Transform the projected 2-D image with affine transformation parameters.
3. Add random noise (zero mean normally distributed with standard deviations $\delta$) to the transformed 2-D image to get “practical” simulated flat images.

More than 20 experiments with different parameters were executed. Results were considered acceptable if the optimal objective function was lower than 0.7 pixel. Figure 18.4 exemplifies a registration result.

18.3.3.3 Experiment with Real Data

We have two mice datasets. The size of each real flat image is $231 \times 341$ with a pixel spacing of $0.0185 \times 0.0185$ cm. The size of the 3-D microCT images of the mouse thorax covering tumors is $512 \times 512 \times 512$, and its voxel spacing is $0.0072 \times 0.0072 \times 0.0072$ cm. The sizes of the 3-D FMT images of the two mice are $20 \times 20 \times 21$ and $30 \times 30 \times 30$ with voxel spacing of $0.12 \times 0.12 \times 0.057$ cm and $0.15 \times 0.15 \times 0.041$ cm, respectively. The relative 2-D position of the flat and the 3-D FMT image is known, since they are acquired in series using the planar fluorescence reflectance imaging/FMT system without moving the subject. Accordingly, we can register the 3-D microCT and 3-D FMT images in 2-D space by registering the flat image and the projected microCT image. The real data is registered with physical coordinate.

We illustrate the registration results of the real data in Color Plate 28. The first column shows the fusion of the flat image and the projected 3-D FMT image, which is known by the FMT system. The registration result of the flat and 3-D microCT images with proposed algorithm is shown in the second column. Then, we can fuse the 3-D FMT and microCT images in the x-y plane with the 2-D registration result. The fusion of 3-D FMT and microCT images can significantly

Figure 18.4 (a) The projected image, (b) simulated flat image, and (c) corresponding registration result.
improve the interpretation of functional FMT images, along with the clear anatomical structures provided by high-quality microCT images, and this multimodality registration technique has a great potential to facilitate drug discovery and cancer research.

18.3.4 A Novel Optimization Method Based on Sequential Monte Carlo

This section introduces a novel optimization method based on sequential Monte Carlo to resolve (18.5). In [22] a sequential Monte Carlo technique—condensation (conditional density propagation), is used for visual tracking. Herein we denote $x = \lambda \times \theta$. Condensation uses dynamical models, together with visual observation, to propagate the random set over time. The state at time $t$ is $x_t$ and its history $X_t = \{x_1, \ldots, x_t\}$. Similarly, the observation at time $t$ is $z_t$ with history $Z_t = \{z_1, \ldots, z_t\}$.

18.3.4.1 Condensation (Conditional Density Propagation)

Consider the following dynamic system modeled in a state-space form:

\[
\text{State model : } x_t = f_t(x_{t-1}, u_{t-1}) \tag{18.13}
\]

\[
\text{Observation model : } z_t = g_t(x_t, v_t) \tag{18.14}
\]

where $u_t$ and $v_t$ are the state noise and observation noise at time $t$. We need to estimate all information about the state at time $t$ that is deduced from observation history $Z_t : p(x_t|Z_t)$. In [23] it was mentioned that in practice, the exact computation of the posterior density is impossible. Inevitably, the problem has to be approximated.

Condensation is a sequential Monte Carlo technique employed to estimate the posterior probability density function with a set of samples [22, 23]. In terms of a mathematical formulation, such a method approximates the posterior probability density function by random samples $\{x_t^m | m = 1, \ldots, N\}$ corresponding with weights $\{w_t^m | m = 1, \ldots, N\}$, such that

\[
p(x_t|Z_t) \approx \sum_{m=1}^{N} w_t^m \delta(x_t - x_t^m) \tag{18.15}
\]

To propagate the probability density over time, condensation uses “factored sampling” [22] iteratively. A weighted sample set $\{x_{t-1}^m, w_{t-1}^m | m = 1, \ldots, N\}$ is generated from the previous iteration. We sample (with replacement) $N$ times from the set by choosing an index $n \in \{1, \ldots, N\}$ with probability $w_{t-1}^n$. The new samples then undergo the given state model (18.13). The weights associated with these states are computed as

\[
w_t^m = \frac{p(z_t|x_t^m)}{\sum_{j=1}^{N} p(z_t|x_t^j)} \tag{18.16}
\]
where \( p(z_t|x^n_t) \) is the conditional observation density. The elements with high weights may be chosen several times, whereas others with relatively low weights may not be chosen at all. At this stage, the sample set \( \{x^m_t, w^m_t|m = 1, \ldots, N\} \) is generated to represent the posterior probability density at time \( t \).

### 18.3.4.2 Dynamic Model for Registration

Since we would like to estimate six affine transformation parameters and two adjustable projection parameters, the dynamic model can be defined as

\[
x_t = x_{t-1} + \mathcal{N}(0, \mathbf{U})
\]  

(18.17)

where \( x_t = [\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \theta_1, \theta_2]^T \) and \( \mathbf{U} \) is the covariance matrix of the zero-mean Gaussian random vector [24]. To generate better samples, a local search is performed to decrease the sample size. Though traditional ICP methods often converge to local minimum, each iteration makes \( J(x_t) \) decrease. So we can incorporate least squares of the affine parameters into the dynamic model as a local search operation to generate better samples. With \( \theta \) fixed, given \( \lambda \), we can get the corresponding closest point set \( Q = \{q(j)|j = 1, \ldots, N_m\} \) using (18.3), just as in previous optimization method. We denote \( q_k \) as the \( k \)th point of \( Q \), which has two elements \( q_k = [q_k1, q_k2] \). The affine transformation model between the two point sets can be written as:

\[
Y = \chi \tilde{\lambda} + \nu
\]  

(18.18)

where \( \nu \) is a noise vector, and \( Y, \chi \) and \( \tilde{\lambda} \) are defined in (18.9–18.11), respectively. Parameter \( \tilde{\lambda} \) is the affine parameters between the moving point set \( C_m(\theta) \) and its corresponding closest point set \( Q \). A least squares estimation of \( \tilde{\lambda} \) can be obtained by:

\[
\tilde{\lambda} = \left[ \chi^T \chi \right]^{-1} \chi^T Y
\]  

(18.19)

Accordingly, with \( \theta \) fixed, \( \lambda \) can be updated by (18.19). We denote this operation as \( \lambda^{\text{new}} = \vartheta(\lambda) \). Now parameters in the dynamic model (18.17) can be rewritten as

\[
\lambda_t = \vartheta(\lambda_{t-1} + \mathcal{N}(0, \mathbf{U}_\lambda))
\]  

(18.20)

\[
\theta_t = \vartheta(\theta_{t-1} + \mathcal{N}(0, \mathbf{U}_\theta))
\]  

(18.21)

where \( \mathbf{U}_\lambda \) and \( \mathbf{U}_\theta \) is the covariance matrix of the zero-mean Gaussian random vector.

Condensation requires sufficient sample size to approximate \( p(x_t|Z_t) \), which will burden the computation. Figure 18.5 shows that least square operation performs a local search to find better samples. Our experiments have demonstrated that this combination can reduce the sample size considerably.
18.3.4.3 Observation Model for Registration

The observation model is defined as

\[
 z_t = [T(\lambda_t; m(\theta_t))_1, \ldots, T(\lambda_t; m(\theta_t))_N]^{T} + \zeta
\]

(18.22)

where \( \zeta \) is the unknown noise. We need to minimize \( J(\lambda, \theta) \) over \((\lambda, \theta)\). Herein, \( p(z_t|x_t) \) is regarded as the quality of the projection and affine transformation. Samples with less \( J(x_t) \) will be arranged with larger weights. In the case described earlier, \( p(z_t|x_t) \) is inversely proportional to \( J(x_t) \) (the less, the merrier). Accordingly, \( p(z_t|x_t) \propto \frac{1}{J(x_t)} \), which can be substituted into (18.16) to arrive at

\[
 w^n_t = \frac{1/J(x^n_t)}{\sum_{i=1}^{N} 1/J(x^n_t)}
\]

(18.23)

The lesser the \( J(x^n_t) \) is, the more likely the \( x^n_t \) will be chosen. Thus, we can minimize \( J(x) \).

18.4 Conclusions

New animal imaging modalities, especially those for in vivo molecular imaging, are emerging as powerful tools to accelerate biomedical discovery and preclinical studies. With animal models now widely used, finding more accurate and robust ways to conduct and interpret animal experiments noninvasively becomes a key factor in the basic and preclinical science. In this work, we introduce major optical imaging methods for small animal studies and illustrate a new multimodality fusion method that combines 3-D FMT and microCT images to improve the
information content. The coregistration of molecular biology and high-resolution anatomical images will provide an accurate interpretation and noninvasive means of investigating animal models.
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CHAPTER 19

Processing of In Vivo Fibered Confocal Microscopy Video Sequences

Tom Vercauteren, Nicholas Ayache, Nicolas Savoire, Grégoire Malandain, and Aymeric Perchant

New imaging technologies allow the acquisition of in vivo and in situ microscopic images at the cellular resolution in any part of the living body. The automated analysis of these images raises specific issues that require the development of new image processing techniques. In this chapter, we present some of these issues and describe some recent advances in the field of microscopic image processing, in particular the automatic construction of very large mosaics from times series of microscopic images to enlarge the field of view. This is also a step to bridge the gap between microscopic and higher resolution images like magnetic resonance imaging (MRI), position emission tomography (PET), single photon emission computed tomography (SPECT), or ultrasound (US). This chapter is illustrated with relevant examples for biological or clinical applications.

19.1 Motivations

Cancer is a group of diseases characterized by uncontrolled growth and spread of abnormal cells and is the second leading cause of death worldwide. This simple definition of cancer makes it quite clear that cells play a key role in the different stages of cancer development. Some 90% of cancers are preceded by a curable, precancerous, and noninvasive stage that progresses without symptoms over a period of years before reaching a cancerous and invasive stage. In the very first step of epithelial cancer, anomalous cells first appear in the deepest layer of the epithelium, directly above the basal membrane. The basal membrane separates the epithelium from the deeper layers of the tissue and provides a very strong and effective protection. It is approximately located at 100 μm deep from the tissue surface for malpighian epithelium, such as cervix epithelium, and 300 μm for glandular epithelium (i.e., tissue that contains secretion glands such as colon, pancreas, and thyroid). Because there are no blood vessels in the epithelium, epithelial cells cannot spread to other parts of the body. It is thus important to detect anomalies at a very early stage before the cancer becomes invasive (i.e., before the basal membrane is broken).

Since cancer is a disease that affects cells and starts below the surface of the tissue, its early diagnosis requires a subsurface visualization of the tissue at the cellular level. Current in vivo imaging technologies such as MRI, CT, PET, cytometrics, bioluminescence, fluorescence tomography, high-resolution ultrasound,
or SPECT are only capable of producing images at resolutions between 30 μm and 3 mm. This range of resolution, while largely acceptable for a vast array of applications, is insufficient for cellular level imaging. On the other side of the resolution range, we find several types of microscopy. The vast majority of microscopes, whether conventional or confocal, are limited for use with cell cultures or ex vivo tissue samples. The tiny fraction of microscopes that are dedicated to in vivo use, and that can function inside the living organism, are called intravital microscopes. These apparati are cumbersome, difficult to put into use and restricted to research use, on small animals. They also require a very delicate and specific preparation of the animal that includes installing a window on the animal body whereby the microscope can look through it into the body.

Since these conventional imaging techniques do not allow for a subsurface cellular visualization of the tissue during a clinical procedure, standard cancer detection protocols are not straightforward. For epithelial cancers (i.e., most cancers affecting solid organs), the current medical diagnosis procedure is to take a tissue sample, or biopsy, and to have it examined under the microscope by a pathologist. Most of these biopsy procedures are performed via endoscopy. An endoscope allows for the visualization of the tissue’s surface at the macroscopic level. It can neither see below the surface nor provide a microscopic view of the tissue. Because of this drawback, biopsies have to be performed without a relevant visual guide.

Several systems today are under study to help the endoscopist make an informed decision during the diagnostic endoscopic procedure. Fluorescence spectroscopy can be used to detect dysplasia and early carcinoma based on the analysis of fluorescence spectra [1]. Drawbacks of fluorescence spectroscopy lie in the lack of morphological information (i.e., no cell architecture is available from this modality), and the important rate of false positives due to inflammatory processes. Chromoendoscopy combined with magnification endoscopy has become popular as a diagnostic enhancement tool in endoscopy [2]. In particular, in vivo prediction of histological characteristics by crypt or pit pattern analysis can be performed using high-magnification chromoendoscopy [3]. One drawback of this technique is that it cannot provide at the same time the macroscopic view for global localization and the zoomed image. Further innovations for better differentiation and characterization of suspicious lesions, such as autofluorescence endoscopy and narrow band imaging, are currently under investigation. However for targeting both biopsies and endoscopic resection and improving patient care, the ideal situation is to characterize tissues completely in vivo, and thus to visualize cellular architecture. This implies the availability of microscopic imaging during endoscopic examination.

A promising tool to fill this gap is given by fibered confocal microscopy (FCM). The confocal nature of this technology makes it possible to observe subsurface cellular structure, which is of particular interest for early detection of cancer. This technology can serve as a guide during the biopsy and can potentially perform optical biopsies (i.e., a high resolution noninvasive optical sectioning within a thick transparent or translucent tissue) [4].
19.2 Principles of Fibered Confocal Microscopy

The ideal characteristics or specifications of a system dedicated to optical biopsies are numerous. The resolution should not exceed a few microns to make it possible to distinguish individual cells and possibly subcellular structures. Above all, the system should be easy to operate, in complete adequateness with the current clinical practice. It should not modify the clinician’s procedure and practice. Following a short learning curve due to the manipulation of a new instrument and to the interpretation of images never obtained before in such conditions, no more adaptation should be needed in the clinical setting. In particular, the parts of the system meant to be in contact with the patient should be easily disinfected, using standard existing procedures. Such characteristics are crucial for the development of a system designed to be used in routine practice and not only for clinical research purposes.

19.2.1 Confocal Microscopy

Confocal microscopy enables microscopic imaging of untreated tissue without previous fixation and preparation of slices and thus meets some of the operational ease requirements as well as the resolution requirement. The technical principle is based on point-by-point imaging. In a laser scanning confocal microscope, a laser beam is focused by the objective lens into a small focal volume within the imaged sample. A mixture of emitted fluorescence light as well as reflected laser light from the illuminated spot is then recollected by the objective lens. The detector aperture obstructs the light that is not coming from the focal point. This suppresses the effect of out-of-focus points. Depending on the imaging mode, the detector either measures the fluorescence light or the reflected light. The measured signal represents only 1 pixel in the resulting image. In order to get a complete image and perform dynamic imaging, the imaged sample has to be scanned in the horizontal plane for 2-D imaging as well as the vertical plane for 3-D imaging.

Confocal microscopy can be adapted for in vivo and in situ imaging by schematically inserting a fiber optics link between the laser source and the objective lens.

19.2.2 Distal Scanning Fibered Confocal Microscopy

First attempts for developing fibered confocal microscopes (FCM) have historically been made by teams coming from the world of microscopy. The well-known constraints of confocal microscopy were directly transposed to specific architectures for new endomicroscopes. With a similar technological core, these designs were in majority based on distal scanning schemes where one fiber serves at the same time as a point source and a point detector. Different architectures have been investigated by several academic groups and commercial companies: distal fiber scanning, distal optical scanning, and MEMs distal scanning. The great advantage of this technology is illustrated by its very good lateral resolution: almost that of
nonfibered systems. The systems developed by Optiscan [5], Olympus [6], Stanford University [7], and others produce very crisp images through only one optical fiber. These systems have first been driven by technological solutions already existing in the microscopy field. Their ability to obtain high-resolution images is one of their strengths. However, image quality is just one clinical requirement among many different needs absolutely necessary for performing in vivo microscopic imaging. Other needs include miniaturization, ease of use, and real-time imaging. One can point out that distal scanning solutions are not able to meet all the demands of a clinical routine examination. Even if they are considered very good imaging solutions, they are often relatively invasive, do not allow for real-time imaging, and are not fully integrated within the current medical routine.

19.2.3 Proximal Scanning Fibered Confocal Microscopy

To circumvent the problems of distal scanning FCM, a number of teams have tried to use a proximal scanning architecture [8,9]. In this work, we use a second generation confocal endoscopy system called Cellvizio developed by Mauna Kea Technologies (MKT), Paris, France. MKT’s adaptation of a confocal microscope for in situ and in vivo imaging in the context of endoscopy can be viewed as replacing the microscope’s objective by a flexible optical microprobe of length and diameter compatible with the working channel of any flexible endoscope (see Color Plate 29). For such purpose, a fiber bundle made of tens of thousands of fiber optics is used as the link between the proximal scanning unit and the microscope objective, remotely placed at the tip of the flexible optical microprobe. The schematic principle of fibered confocal microscopy is shown in Figure 19.1, and typical images are shown in Color Plate 30.

Such a choice has many advantages on the application side [10, 11]. Decoupling the scanning function from the imaging one allows the optimization of both functions independently. The distal optics can thus be miniaturized down to a

![Figure 19.1 Schematic principle of fibered confocal microscopy.](image-url)
volume much smaller than what distal scanners can reach now, with very little compromise between optical quality and size. Since the scanner can be allocated an arbitrary volume, well-known and reliable rapid scanning solutions such as resonant or galvanometric mirrors can be used. A purely passive optical microprobe is also more compatible with any cleaning or decontamination procedure that regular clinical use requires. Last but not least, fiber bundles are already existing products, available on the market under different designs and specifications, with no need for specific developments for their use in medical devices. Their association with simplified distal ends enable their manufacturing at a relatively low cost, opening the way to the production of disposable items.

Cellvizio makes it possible to observe subsurface cellular structures with an optical section parallel to the tissue surface at a depth between 0 and 100 μm. The imaging depth cannot be controlled on a single optical microprobe but depends on the specific optical microprobe used. Therefore, the physician will be using different optical microprobes, with different technical specifications, for different applications. Confocal image data is collected at a frame rate of 12 frames per second. Smallest lateral and axial resolutions are 1 μm and 3 μm, respectively. Fields of view ranging from 130 × 130 μm to 600 × 600 μm can be obtained thanks to a set of flexible optical microprobes with diameters varying from 0.16 to 1.5 mm. These microprobes can be inserted through the working channel of any endoscope. Note that since the FCM is typically used in conjunction with an endoscope, both macroscopic (endoscope image) and microscopic view (FCM image) can be obtained at the same time. This is illustrated in Figure 19.2. This dual-view facilitates the selection of the area to be biopsied.

Of course, this approach has well-known drawbacks. Proper light focusing and collection at the distal end of the probe is simplified by the absence of distal scanning means but remains a critical issue. This is particularly true when reaching very small optics dimensions. Because of the passivity of the fiber optics bundle, the system also suffers from some loss of resolution and is limited to 2-D imaging. However, the most widely reported problem of this approach is certainly related

![Figure 19.2](image_url) Some of the challenges involved in the processing of in vivo fibered confocal microscopy video sequences.
to the image itself. It often suffers from artifacts and aliasing effects, and, most importantly, always shows a strongly visible honeycomb pattern.

In the sequel, we show that specific image processing schemes can be designed to cope with these artifacts in real time. The control and acquisition software that comes with the Cellvizio is thus an inherent part of the imaging device and helps it move toward a true optical biopsy system. Such a real-time reconstruction algorithm provides smooth-motion video sequences that can be used for more advanced image processing tasks. Figure 19.3 illustrates some of the image processing challenges we address in this chapter. After the presentation of our real-time fiber pattern rejection scheme in Section 19.3, we will focus on three advanced image processing tasks: the measurement of blood flow from single images, the stabilization of a specific region of interest, and the construction of wide-field-of-view image mosaics.

![Figure 19.3](image-url)

Figure 19.3 Autofluorescence FCM images of a Ficus Benjamina leaf. Left: Raw data. Right: Reconstructed images. Top: Complete images. Bottom: Zoom on rectangle. Note that the nonuniform honeycomb modulation and the geometric distortions on the raw data have been corrected in the reconstructed image.
19.3 Real-Time Fiber Pattern Rejection

The specific imaging modality we focus on raises specific image processing problems. The nonuniform honeycomb pattern and the geometric distortions that appear on the raw data make it impracticable for user interpretation or for automated analysis if left untreated. Algorithms that take on the image reconstruction task in real time have thus been developed. They provide users with high-quality, smooth-motion video sequences. These are effortlessly interpretable by the professionals who rely on them for diagnosis and readily usable for further automated image processing and analysis. Most of the available methods are only focused on the removal of the honeycomb pattern [12,13] and often only imply performing a simple low pass filtering. Our approach in [14] not only removes the honeycomb pattern but also recovers the true signal that comes back from the tissue and removes the geometric distortions.

19.3.1 Calibrated Raw Data Acquisition

Proximal implementation of the scanning function enables the use of very robust and reliable solutions for a fast and accurate scanning. The laser scanning unit performs a scanning of the proximal surface of the flexible optical microprobe with the laser source by using two mirrors. Horizontal line scanning is done using a 4-kHz oscillating mirror, while a galvanometric mirror handles frame scanning at 12 Hz. A custom synchronization hardware controls the mirrors and digitizes, synchronously with the scanning, the signal coming back from the tissue using a mono-pixel photodetector. Cellvizio scanning reproducibility is better than one-half of a fiber diameter. This performance first enables the calibration of the continuous motion of the illuminating spot. It allows us to compensate for the sine-wave shape of the field distortion due to the resonant mirror (fisheye-like effect) and permits a comprehensive rectangular mapping of the field of view. This is mandatory for any further interpretation of the metrics of the images, or any complex combination of individual frames. Second, the proximal scanning is associated with optimized optics that guarantee a very good injection of the laser within the fibers.

When organized according to the scanning, the output of the FCM can be viewed as a raw image of the surface of the flexible optical microprobe. Scanning amplitude and signal sampling frequency have been adjusted to perform a spatial oversampling of the fiber bundle. This is clearly visible on the raw image in Figure 19.4 where one can see the individual fibers composing the bundle. Such an oversampling is needed to distinguish the signal coming from each individual fiber. A typical fiber bundle is composed of 30,000 fiber optics, with a fiber inter-core distance $d_{ic}$ of 3.3 μm and a fiber core diameter of 1.9 μm. Fiber arrangement is locally quasi-hexagonal but does not show any particular order at larger scales.

Critical elements in the raw image formation process lie in a correct spatial sampling of the flexible optical microprobe but also in the adjustment of the point spread function (PSF) of the system with this spatial sampling. We indeed want to avoid aliasing on the tissue side. When analyzing the system from the point of view of the sampling theory, the PSF corresponds to the lowpass filter and the
Figure 19.4  Blood flow velocimetry. (a) Imaging of a moving vertical segment by a scanning laser. The segment has a translation movement from the upper left corner to the lower right corner of the image. The segment is first intersected by a scan line at instant $t_0$ (black disks represent imaged points). The following scan lines image the segment at different positions (dotted segments). The resulting shape is the slanting segment of angle $\alpha$. (b) In vivo mouse cremaster microvessel. The arrows are proportional to the estimated velocities computed on a block in the image. Note that, as expected, the velocity does not change along the direction of the microvessel and is maximal at the center.

fiber-optics bundle to the sampling grid. The Nyquist frequency is then given by $(M/d_{ic})/2$, where $M$ is the magnification of the optical head and typically ranges from 1.0 to 2.5. The PSF of the system must therefore satisfy this frequency. As a general rule, the PSF width should approximately be the Nyquist period. The resulting lateral resolution of such a system is then given by $2 \times d_{ic}/M$. For a user to benefit from the full spatial resolution allowed by the sampling theorem, an optimal fiber pattern rejection and geometric distortion compensation scheme is needed.

19.3.2 Real-Time Processing
The task of the on-the-fly image reconstruction module is to restore, at a rate of 12 frames per second, the true physical signal from the raw data by removing the
19.3 Real-Time Fiber Pattern Rejection

fiber bundle honeycomb modulation and the scanning distortion. Each fiber of the bundle provides one and only one sampling point on the tissue. Associated with these sampling points comes a signal that depends on the imaged tissue and on the single-fiber characteristics. The role of the image processing is first to build a mapping between the FCM raw image and the fibers composing the flexible optical microprobe. Once this mapping is obtained, characteristics of each fiber are measured and the effective signal coming back from the tissue is estimated. We then have nonuniformly sampled frames, where each sampling point corresponds to a center of a fiber in the flexible optical microprobe. An interpolation algorithm is then used to provide the user with smooth images. Let us now provide some details for each of these steps.

- **Calibration:** As a preliminary step, we build a mapping between the FCM raw image and the fibers composing the flexible optical microprobe. This is achieved by using a segmentation algorithm specifically designed for our fiber-optics bundle. Since we now have access to the position of the fibers within the raw image and to the scanning distortion, it becomes possible to get a point set with the exact, distortion-free, positions of the fibers in the bundle. This mapping allows us to compute the signal measured by a single-fiber. When combined and averaged together, the almost 15 to 50 pixels corresponding to one single fiber lead to a signal \( I \) with a much better SNR.

Since the signal that is measured by a single fiber depends on the imaged biological sample fluorescence \( \alpha_{\text{fluo}} \) and on the fiber itself, we need to estimate some characteristics of each single fiber such as its gain and autofluorescence. For this purpose, we acquire an image of a nonfluorescent sample, \( \alpha_{\text{fluo}} = 0 \), and compute the background signal \( I_b \) measured by each fiber. We also acquire an image of a sample of constant fluorescence, \( \alpha_{\text{fluo}} = \text{cst} \), and compute the signal \( I_s \) associated to each fiber.

- **Imaging model:** To represent the relationship between the actual biological sample fluorescence of interest \( \alpha_{\text{fluo}} \) and the raw signal \( I \) measured by each fiber of the flexible optical microprobe, we use the following model from [14]:

\[
I = I_0 \cdot (a \cdot \tau_{\text{inj}} \cdot \tau_{\text{col}} \cdot \alpha_{\text{fluo}} + b \cdot \tau_{\text{inj}} \cdot \alpha_{\text{autofluo}})
\]

(19.1)

where \( a \) and \( b \) are constants, \( \tau_{\text{inj}} \) and \( \tau_{\text{col}} \) are the injection rate and collection rate of the fiber, \( \alpha_{\text{autofluo}} \) is the intrinsic auto-fluorescence of the fiber, and \( I_0 \) is the intensity of the laser source.

Given the raw signal and the calibration data, the true physical measure \( \alpha_{\text{fluo}} \) we would like to have cannot be directly estimated. It is however possible to recover it up to a scaling factor with the following equation:

\[
I_{\text{restored}} = \frac{I - I_b}{I_s - I_b} = K \cdot \alpha_{\text{fluo}}
\]

(19.2)

where \( K \) is a constant independent of the considered fiber.
• **Reconstruction:** At this step, we have a restored intensity $I_{\text{restored}}$ for each fiber composing the image bundle. The final process is the interpolation or approximation of this point set into an image on a square grid. The simplest method uses a nearest-neighbor scheme, where all pixels within the area of one fiber are assigned a common value. Other usual algorithms for scattered data interpolation or approximation, such as triangulation-based methods, kriging methods, radial basis functions interpolations, B-spline approximations, natural neighbors, or moving least squares methods (see, for example, [15–17] and references therein) can also be used depending on the required smoothness, approximation order, efficiency, and other numerical issues. We found that for real-time applications, a linear interpolation on triangles provided a good compromise between visual appearance and computational requirements.

### 19.4 Blood Flow Velocimetry Using Motion Artifacts

The analysis of the behavior of blood cells and vessels is a very important topic of physiology research. As such, in vivo measurements made, for example, by intravital fluorescence microscopy have proved since the early 1970s to be crucial to the understanding of the physiology and pathophysiology of microcirculation. More recently, fibered confocal microscopy has been shown to allow for the observation and measurement of several characteristics of microcirculation with the clear benefit of reducing the invasiveness to its bare minimum [18].

However, as for any quantitative measurement from images, the automated analysis of the data poses a number of new challenges that need to be addressed with specific solutions. In this section we show an image processing algorithm proposed in [19] dedicated to the velocimetry of blood flow imaged with FCM.

#### 19.4.1 Imaging of Moving Objects

An interesting point of scanning imaging devices is that the output image is not a representation of a given instant, but a juxtaposition of points acquired at different times [19]. Consequently, if objects in the field of view are moving with respect to the flexible optical microprobe, what we observe is not a frozen picture of these objects, but a skewed image of them. Each scan line indeed relates to a different instant, and the objects move between each scan line.

From the analysis of the laser scanning in Section 19.3.1, it is seen that the scanning movement can be decomposed into a fast horizontal sinusoidal component and a slow linear uniform vertical component. Horizontally, the imaging is done only on the central part of the trajectory, where the spot velocity is maximal and nearly constant. Since in this part, the spot horizontal velocity $V_x (> 5 \text{ m/s})$ is several orders of magnitude higher than both the spot vertical velocity $V_y (~ 2 \text{ mm/s})$ and the velocity $V_c$ of observed red blood cells (RBCs) (< 50 mm/s), two approximations can be made: the scan lines are horizontal and the time needed by the spot to cross the imaged part is negligible, meaning that the objects are consid-
Figure 19.5 (a) ROI tracking using affine transformations: 4 frames (index 1, 51, 101, 151) from the same sequence are displayed with the registered ROI. Complete sequence includes 237 frames. (b) Upper-left: vessel detection on the temporal mean frame after stabilization. Other images: three contiguous frames of the stabilized sequence (12 Hz). Blood velocity was acquired on the medial axis segment.

19.4.2 Velocimetry Algorithm

Classical methods for velocity measurements of blood cells in microvessels are often based on the processing of 2-D temporal image sequences obtained in the field of intravital microscopy. Line shift diagram, spatio-temporal analysis, or blood cell tracking are used in such setting to process the sequences generated by CCD-based video microscopes [20].

In contrast, the method presented in [19] uses very specific information about the imaging device. By the combination of its own movement and the laser scanning, a red blood cell should appear almost as a slanting segment, whose length and orientation with respect to the scanning and the microvessel are dictated by its velocity. This specificity can be used to measure the velocity of blood cells in microvessels from single images. The method exploits the motion artifacts produced by the laser scanning. Although velocity can be estimated from a single image, temporal sequences can then be exploited to increase the robustness and accuracy of the estimation.

To get an idea of how the algorithm works, we model a imaged red blood cell as a disk of radius \( R \). This assumption is rather realistic since the diameter of a typical mammal RBC is 5–9 \( \mu \text{m} \) and can thus only be seen by a few fibers in the flexible optical microprobe. Let us assume that the RBC has a linear uniform motionless during a scan line. This amounts to assuming that the horizontal spot velocity is infinite.

Let us consider a standard 2-D+t volume \( V(x, y, t) \). Without scanning, this volume will be imaged by 2-D slices \( V(x, y, t_0) \) at different instants \( t_0 \). With scanning, the process of image formation comes down to imaging the plane \( V(x, y, t_0 + y/V_y) \). Figure 19.5(a) presents what will be observed when imaging a vertical segment moving horizontally with respect to the flexible optical microprobe.
movement described by a velocity \( V_c \) and a trajectory angle \( \theta \). Let us also assume that the RBC is imaged by a scanning laser whose horizontal velocity is infinite and vertical velocity is \( V_y \), so that the disk will be distorted by the scanning imaging.

Let us look at the equation of the distorted envelope (i.e., the intersection between the disk envelope and the scanning spot). The points \((x_c, y_c)\) of the envelope of the disk at the instant \( t \) verify the equation:

\[
\frac{(x_c - V_c \cdot t \cdot \cos \theta)^2}{R^2} + \frac{(y_c - V_c \cdot t \cdot \sin \theta)^2}{R^2} = 1
\]  
(19.3)

The vertical position \( y_s \) of the spot is given by \( y_s = V_y t \). The horizontal spot velocity is supposed infinite, which is why the intersections of the spot trajectory and the envelope are the intersections of the envelope with the line of ordinate \( y_s \). Using \( t = y_s / V_y \) in (19.3), we see that the distorted envelope is in fact an ellipse. The moving disk will thus appear as an ellipse in the output image. The angle \( \alpha \) (modulo \( \pi / 2 \)) and length \( L \) of the major ellipse axis are given by:

\[
\tan 2\alpha = \frac{2 \cos \theta}{V_r - 2 \sin \theta}
\]  
(19.4)

\[
L = \frac{2R\sqrt{2}}{\sqrt{V_r^2 - 2V_r \cdot \sin \theta + 2 - V_r\sqrt{V_r^2 - 4V_r \cdot \sin \theta + 4}}}
\]  
(19.5)

with \( V_r = V_c / V_y \).

Equations (19.4) and (19.5) link the velocity and angle \( \theta \) of the moving disk to the observed values \( L \) and \( \alpha \). Given \( L \) and \( \alpha \), the inversion of the relations gives two possible solutions for \( V_c \) and \( \theta \). This implies that a single output image only allows us to retrieve the velocity and trajectory angle of the disk with an ambiguity between two possibilities. The ambiguity could be removed by considering two scans, one top-down and another bottom-up, for example.

One difficulty lies in using \( L \) because extracting individual shapes in images like the ones of Figure 19.5(b) seems unlikely. Only the orientation \( \alpha \) can be retrieved, which forbids the use of (19.5). The solution is to suppose that the angle of trajectory \( \theta \) is known (for example, in Figure 19.5(b), the trajectory of the RBCs is supposed colinear to the edges of the vessel). With this hypothesis, (19.4) allows for the determination of the disk velocity.

From the images, it is clear that the segmentation of individual traces is not possible. In fact, in Figure 19.5(b) as the plasma is marked by a fluorescent dye, distorted RBC shapes are expected to appear as dark trails. But what we observe seem to be bright trails. Our explanation is that there are so many dark trails that it induces a contrast inversion. Given the RBC blood concentration (i.e., 4–5 million per microliter of blood), about 1,000 RBCs should be in this image. What we see are thus the bright interstices between the dark trails. It is the slope of these white ridges that we extract from the images in order to estimate the velocity through the orientation of the ridges. The extraction algorithm itself is based on a combination of ridge detection and robust estimators.
Our algorithm assumes that the ridges are tubular-like structures with a Gaussian profile of standard deviation $\sigma_0$. It proceeds in four steps. First, we enhance the horizontal edges by computing the vertical gradient component $I_y(x, y)$ of the image $I$. Since ridges are composed of points that are at equal distance of a positive gradient response and a negative gradient response, the medialness response $R(x, y) = I_y(x, y + \sqrt{\sigma_0^2}) - I_y(x, y - \sqrt{\sigma_0^2})$ of [21] should be maximal on the ridges. Our second step uses a high threshold on $R(x, y)$ to compute regional maxima on each connected component of the thresholded image. In the third step, regional maxima are used as seeds to extend the ridges. This extension is done by following the local maxima of $R(x, y)$ until a low threshold is reached. This approach is similar to doing a hysteresis thresholding in a privileged direction. Finally, a line is robustly fitted on each extracted ridge to measure the slope.

### 19.4.3 Results and Evaluation

In the field of biomedical imaging, the issue of validation for image processing tasks is essential but is often a difficult problem that needs very specific approaches in order to be addressed. In this work, several experiments have been conducted to estimate the correctness of the method. First, a numerical simulator was developed. It models the acquisition of the Cellvizio and simulates a simple laminar flow of RBCs where RBCs are represented by a realistic 3-D model that departs from the disk model we used for the theoretical part. RBC velocities are randomly set according to a normal distribution. Applying the proposed method and taking the median of the estimated velocities leads to a velocity estimation within a 6\% margin error. Second, we applied our method to a sequence of 40 images obtained on real acquisitions of mouse cremaster microvessel. For each image, we computed the median of estimated velocities. Since the actual velocity of RBCs in the vessel is unknown, we cannot estimate the correctness of the estimation; nevertheless, this allows us to test the stability and robustness of the method. For the whole sequence, the mean of the median velocity of each image is 7.18 mm/s and the standard deviation is 0.7 mm/s. This result tends to prove that our velocity estimation is robust and stable along the sequence. Our most advanced validation experiment uses an inhouse-built hydraulic circuit. Water with fluorescent balls, whose size is comparable to an RBC, flows in this circuit and the flow velocity is adjustable. This system lets us compare our velocity estimations with the velocity computed from the rate of flow of the circuit. This serves as a validation of our method. We do not have access to the precision of the velocity computed from the rate of flow, but both methods agree with a mean relative error of 16\%.

Our velocimetry method has been applied, in Figure 19.5(b), to a real acquisition of mouse cremaster microvessel. The image is divided into a set of blocks. For each block, a robust estimation of the velocity is computed. We can see that our method is able to recover the red blood cell velocity profile within the microvessel. As expected, the velocity does not change along the direction of the microvessel and is maximal at the center.

As this approach is based on a line scan interaction between the laser scanning and the moving cells, higher velocity can be measured than with methods based
on analysis of successive temporal frames. When most systems are limited to the measurement of red blood cell velocity inferior to 2 or 5 mm/s, the presented method allows the measurement of velocities up to 30 mm/s.

19.5 Region Tracking for Kinetic Analysis

The high-resolution images provided by Cellvizio are mostly acquired on living organs; therefore, specific image processing tools are required to cope with the natural movements of the tissues being imaged. Moreover, if the images of a sequence were stabilized, measurements of various image parameters would become possible or easier and could be carried out for many applications, such as gene expression monitoring, drug biodistribution, or pharmacokinetics.

Due to the very specific type of images generated by Cellvizio, classical image stabilization and registration techniques could not be applied here. As a result, we have developed a dedicated region of interest (ROI) tracking tool that takes into account the characteristics of Cellvizio and enables an automatic registration, analysis, and quantification on sequences of images [22].

In Section 19.4, we have shown that the motion of the imaged objects with respect to the optical microprobe led to some motion artifacts. The velocimetry took advantage of these artifacts to enable blood flow measurement. However, in most cases motion artifacts would simply induce possible misquantifications. A high frame rate can sometimes compensate for the resulting distortions, but when the frame rate cannot be increased, motion artifacts can in general not be avoided. We show here that the knowledge we have about the motion distortion can also be used to get an efficient motion compensation algorithm. We address the case where a user wants to focus on a small region of the living tissue that is difficult to stabilize mechanically. For instance, in vivo and in situ acquisition on the liver, the bladder, or even the heart can be unstable. Such organs receive a growing interest among biologists to assess pharmacokinetics parameters of molecules, to screen the changing morphology of the anatomy, or to measure biodistribution parameters.

19.5.1 Motion Compensation Algorithm

Let us suppose that the motion of the imaged object with respect to the optical microprobe between two contiguous frames is a simple translation at speed \( \vec{\eta} = [\vec{\eta}^x, \vec{\eta}^y] \). A scanned line with vertical position \( y \), will be sampled at the time \( t(y) = t(0) + \frac{y}{V_y} \). During the scanning, a point \( p = [x, y] \in I \) in the image coordinate system will be sampled at position \( p_d = [x_d, y_d] \) in the object coordinate system. We note \( \eta = \frac{\vec{\eta}}{V_y} \) the normalized speed for the frame scanning. The position \( p_d \) of the imaged object point is given by

\[
\begin{align*}
x_d &= x + (t(x) - t(0))\vec{\eta}^x = x + \frac{y}{V_y}\vec{\eta}^x = x + \eta^x y \\
y_d &= y + (t(y) - t(0))\vec{\eta}^y = y + \frac{y}{V_y}\vec{\eta}^y = (1 + \eta^y)y
\end{align*}
\]
For the $k$th frame, this linear transformation between the image coordinate system and the object coordinate system is noted $v_k$. Each point $p$ of a frame $I_k$ is mapped to a reference space coordinate system by the transformation $f_k : p \rightarrow p_{ref}$ such that

$$f_k(p) = r_k \circ v_k(p)$$

where $r_k$ is a rigid body transformation, and $\circ$ denotes the composition of spatial transformations. Between two frames $j$ and $k$, the spatial transformation is thus given by

$$f_{j,k}(p) = v_{j}^{-1} \circ r_{j}^{-1} \circ r_k \circ v_k = v_{j}^{-1} \circ r_{j,k} \circ v_k$$

(19.6)

In order to recover the alignment between the images and the motion distortions, one could try to register the frames using the complete transformation model. However, this would imply ignoring the relationship between positions and velocities and would thus not really be robust. We therefore choose to compute the velocities using the displacements information only. Using finite difference equations, we can relate the global positioning and the velocity $\eta$. The estimation of the velocities is done using only the translation part of $r_{j,k}$. This velocity is used in the following algorithm to compensate for the scanning distortions. For each contiguous frames the following steps are performed:

1. Estimate the translation using a 2-D normalized cross correlation.
2. Estimate the velocity from the translation.
3. Compute the distortion transformation.
4. Optimize the rigid transformation.

### 19.5.2 Affine Registration Algorithm

Using Cellvizio, the handheld optical microprobe can freely glide along the soft tissue while keeping contact with it. The spatial transformation between two frames will thus be composed of a translation, a possible rotation, and even a little scaling if the tissues are compressed. Another representation of the frame-to-frame spatial transformation is thus given by an affine transformation model, which is a generalization of the model in (19.6).

The image registration scheme we use is based on a minimization of the sum of squared differences between the intensities of the current image $I_k$ and a reference image $I: \Sigma_p |I(p) - I_k(f_k(p))|^2$, with $f_k$ being an affine transformation. To ensure a fast convergence in the optimization procedure, we initialized each transformation by the best translation found by a normalized cross correlation and use a fast and efficient optimizer. The efficient second-order minimization (ESM) scheme of [23] provides excellent results for real-time robotic applications. We have adapted it to use an affine transformation instead of a projective one [24]. The main advantage of this algorithm is to provide a true second-order optimization scheme with the complexity of a first-order optimization scheme such as Gauss-Newton. Of course, other optimizers could be used.
19.5.3 Application to Cell Trafficking

In [22], this ROI tracking was used to assess cell trafficking in a capillary. The aim is to measure a slow blood velocity in a capillary. For this range of blood velocity and this size of capillary (as small as a single RBC), the previous velocimetry
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**Figure 19.6** Mosaics using different types of images acquired with Cellvizio. (a) In vivo tumoral angiogenesis in mouse with FITC-Dextran high MW (21 input frames). (Courtesy of A. Duconseille and O. Clément, Université Paris V, Paris, France). (b) Ex vivo autofluorescence imaging in human lung (15 input frames). (Courtesy of Dr. P. Validire, Institut Mutualiste Monsouris, Paris, France.) (c) Microcirculation of the peritubular capillaries of a live mouse kidney with FITC-Dextran high MW (31 input frames). (d) Dendritic receptors in a live Thy1-YFP mouse (70 input frames). Courtesy of I. Charvet, P. Meda, CMU, Geneva, Switzerland and L. Stoppini, Biocell Interface, Geneva, Switzerland.)
algorithm could not be used since single RBCs can be seen on the images. On the other hand, more conventional methods using temporal image sequences could not directly be used because of the unstable nature of many imaged tissues, such as tumoral grafts. This is why we choose to first track a given region of interest and then use a cross-correlation scheme on the stabilized sequence. The user can select manually a rectangular ROI on the image. Figure 19.6(a) shows the tracking of this region on a sequence acquired with a handheld probe on a tumoral skin xenograft. Vessels were stained using dextran fluorescein from Invitrogen.

On the temporal mean frame of the stabilized sequence, we have segmented the vessels using a 2-D adaptation of the multiscale tubular vessel detection algorithm of [21]. We used this same adaptation on the same type of images in [25] to perform morphometric analysis of the vascular network. The upper-left image of Figure 19.6(b) shows the result of the detection: the medial axis and the vessel borders. The medial axis of the vessel in the ROI was used to extract the vessel intensity in the center line. The normalized cross correlation of these two lines allows for the estimation of the velocity of the blood in the capillary.

The range of velocities that can be addressed depends on the scanning period and amplitude. We here give some typical values for Cellvizio. The velocity precision is given by the minimum translation observable between two frames: \( \delta v = 0.02 \text{ mm/s} \). The velocity interval computed using a maximum detectable translation of half the horizontal field of view is \([0, 7.2] \text{ mm/s}\).

An additional interesting feature of this tracker is that it also enables the reconstruction of images on the region of interest with an enhanced resolution. This is made possible when the kinetic of the signal is slow enough, thanks to the noise reduction provided by the processing of several registered noisy images of the same region and to a small remaining aliasing of the input images.

19.6 Mosaicking: Bridging the Gap Between Microscopic and Macroscopic Scales

We demonstrated that fibered confocal microscopy can unveil in real time the cellular structure of the observed tissue. However, as interesting as dynamic sequences may be during the time of the medical procedure or biological experiment, there is a need for the expert to get an efficient and complete representation of the entire imaged region. A physician needs, for example, to actually add still images in the patient’s medical record.

Image sequence mosaicking techniques are used to provide this efficient and complete representation and widen the field of view (FOV). Several possible applications are targeted. First of all, the rendering of wide-field microarchitectural information on a single image will help experts to interpret the acquired data. This representation will also make quantitative and statistical analysis possible on a wide field of view. Moreover, mosaicking for microscopic images is a means of filling the gap between microscopic and macroscopic scales. It allows mul-
timodality and multiscale information fusion for the positioning of the optical microprobe.

Classical mosaicking algorithms do not take into account the characteristics of fibered confocal microscopy—namely, motion distortions, irregularly sampled frames, and nonrigid deformations of the imaged tissue. In this section, we present some key points of the algorithms we developed in [26,27] to address this problem.

19.6.1 Overview of the Algorithm

Our approach in [27] is based on a hierarchical framework that is able to recover a globally consistent alignment of the input frames onto a reference coordinate system, to compensate for the motion-induced distortion of the input frames and to capture the nonrigid deformations of the tissue. Similarly to address the velocimetry problem and the region of interest tracking problems presented earlier, we use the specificity of FCM to model and use the relationship between the motion distortions and the motion of the optical microprobe. As in (19.6), the displacement of the optical microprobe across the tissue can be described by a rigid shift denoted by $r_n$. The motion distortion can be modeled by a linear transformation $v_n$. Finally, due to the interaction of the contact optical microprobe with the soft tissue, a small nonrigid deformation $b_n$ appears. The frame-to-reference mappings are thus modeled by

$$f_n(p) = b_n \circ r_n \circ v_n(p)$$ (19.7)

The goal of the mosaicking algorithm is to recover these transformations for each frame.

A typical approach for dealing with the estimation of such complex models is to have a hierarchical, coarse-to-fine approach. We therefore focus on a method that iteratively refines the model while always keeping the global consistency of the estimated frame-to-reference transformations.

19.6.1.1 From Local to Global Alignment

We start by assuming that the motion distortions as well as the nonrigid tissue deformations can be ignored. By making the reasonable assumption that consecutive frames are overlapping, an initial estimate of the global rigid mappings can be obtained by using a rigid registration technique to estimate the motion between the consecutive frames. Global alignment is then obtained by composing the local motions. This initial estimate suffers from a well-known accumulation of error problem that needs to be taken into account.

The first loop of our algorithm alternates between three steps. The first step of this loop assumes that the motion distortions have been correctly estimated and registers pairs of distortion-compensated frames under a rigid body transformation assumption. The second step of the loop uses these local pairwise registration results to make a globally consistent estimation of the rigid mappings $r_n$. The third step uses the relationship between the motion and the motion distortions to provide an updated and consistent set of rigid mappings and motion compensations.
Let us focus on the second step of the first loop. During this local-to-global alignment scheme, we use all available pairwise rigid registration results to estimate a set of globally consistent transformations. A sound choice is to consider a least-square approach. However, the space of rigid body transformations is not a vector space but rather a Lie group that can be considered as a Riemannian manifold. Classical notions using distances are therefore not trivial to generalize. In our work, we propose to cast this problem into an estimation problem on a Lie group.

By using the log map, we can define the (geodesic) distance between two rigid body transformations \( r \) and \( s \) as
\[
\text{dist}(r, s) = \hat{\text{dist}}(\text{Id}, r^{-1} \circ s) = \| \log_{\text{Id}}(r^{-1} \circ s) \| \quad (19.8)
\]

In order to estimate the true rigid body transformations \([r_1, \ldots, r_N]\), we choose to minimize the distance between the observations \( r_{\text{obs}}^{(i)} \in \Theta \) and the transformations \( r^{-1} \circ r_i \) predicted by our model:
\[
[r_N^*, \ldots, r_1^*] = \arg \min_{[r_1, \ldots, r_N]} \frac{1}{2} \sum_{(i, j) \in \Theta} \text{dist}(r_j^{-1} \circ r_i, r_{\text{obs}}^{(i, j)}) \quad (19.9)
\]

Note that further improvements to this formulation can be made. Mahalanobis distance and robust statistics can be used. It is also possible to weight the different registration results. An efficient optimization scheme is proposed in [26] to solve this estimation problem.

### 19.6.1.2 Mosaic Construction and Tissue Deformation Compensation

Once a globally consistent set of transformations is found, the algorithm constructs a point cloud by mapping all observed sampling points onto a common reference coordinate system. An efficient scattered data fitting technique is then used on this point cloud to construct an initial mosaic. The residual nonrigid deformations are finally taken into account by a second loop in our algorithm that iteratively registers an input frame to the mosaic and updates the mosaic based on the new estimate of the frame-to-mosaic mapping. The nonrigid registration can typically use the diffeomorphic registration scheme we present in [28].

Let us now get some insight into the efficient scattered data fitting technique we developed. Let \( \{(p_k, i_k) \in \Omega \times R \} \) be the set of sampling points and their associated signal. Our goal is to get an approximation of the underlying function on a regular grid \( \Gamma \) defined in \( \Omega \). The main idea is to use a method close to Shepard’s interpolation. The value associated with a point in \( \Gamma \) is a weighted average of the nearby sampled values,
\[
\hat{I}(p) = \sum_k w_k(p)i_k = \sum_k \frac{b_k(p)}{\sum_l b_l(p)}i_k \quad (19.10)
\]

The usual choice is to take weights that are the inverse of the distance, \( b_k(p) = \text{dist}(p, p_k)^{-1} \). In such a case we get a true interpolation [16]. An approximation is obtained if a bounded weighting function \( b_k(p) \) is chosen. We choose a Gaus-
sian weight \( b_k(p) = G(p - p_k) \propto \exp(-||p - p_k||^2/2\sigma_a^2) \) and (19.10) can thus be rewritten as

\[
\hat{I}(p) = \frac{\sum_k i_k G(p - p_k)}{\sum_k G(p - p_k)} = \frac{[G \ast \sum_k i_k \delta_{p_k}](p)}{[G \ast \sum_k \delta_{p_k}](p)} \tag{19.11}
\]

where \( \delta_{p_k} \) is a Dirac distribution centered at \( p_k \), and \( \ast \) denotes a spatial convolution. We can see from this formulation that our reconstruction method thus only needs two convolutions (Gaussian smoothing) and one division, which makes it very efficient.

### 19.6.2 Results and Evaluation

As mentioned earlier, the issue of algorithm validation is critical in the field of biomedical imaging and usually requires dedicated and sophisticated approaches. In order to evaluate our global positioning and motion distortion-compensation framework, image sequences of a rigid object were acquired in [27]. The object needs to have structures that can be seen with the fibered confocal microscope. For the mosaicking to be of interest, we also need to see shapes whose sizes are larger than the field of view of our imaging device. We therefore choose to image a silicon wafer.

A fair evaluation can only be made by comparing the output of the algorithm with independent information. Apart from simulated data, a ground truth of the imaged region is very difficult to get. Even with a standard microscope having a comparable resolution but a greater FOV, it is not easy to see on the wafer whether the exact same region is being imaged or not. However, in addition to the mosaic, our algorithm also provides an estimation of the motion of the flexible microprobe. The evaluation framework we designed compares this estimation with a gold standard given by a computer numerical control (CNC) milling machine. The CNC milling machine is used to hold the flexible microprobe and prescribe, with respect to the silicon wafer, a motion whose accuracy is of the order of magnitude of the apparent fiber intercore distance \( d_{ic} \). We find that the motion recovered by our algorithm agrees with the prescribed one within a 3% error margin.

From the application point of view, mosaicking for fibered confocal microscopy provides a step to bridge the gap between microscopic and macroscopic scales. Cellvizio offers a new way to image and characterize several types of tissue. In many cases, mosaicking can help move beyond the limitations of FCM by offering an extended field of view. Our method has been successfully applied to many types of sequences acquired in both small animal and human tissue. We provide some insight of this by showing the result of our algorithm on some typical images.

Figure 19.6(a) shows a mosaic constructed from 21 input frames, each with a FOV of 417 \( \mu m \times 297 \mu m \). On this figure, we can see mouse tumoral angiogenesis. The need for in vivo imaging is urgent in this field. It can indeed help assess the efficiency of angiogenesis therapy [29]. Mosaicking techniques can further help in getting objective quantitative measurements. The result shown in Figure 19.6(b) is of much clinical interest, since it proves that obtaining a microscopic image of hu-
man lung tissue without any staining is feasible. Our mosaicking algorithm pushes this interest one step further by showing multiple alveolar structures in a single image. The mosaic in Figure 19.6(c), arising from 31 input frames, shows the tubular architecture of the kidney. In this setting, mosaicking could help get meaningful statistical shape measurements. Figure 19.6(d) shows the ability of Cellvizio to image nervous tissue down to the dendritic endings and shows how mosaicking can help see many of those dendritic endings simultaneously. Seventy input frames all with a FOV of $397 \mu m \times 283 \mu m$ were used to produce the mosaic.

19.7 Conclusions

New imaging technologies such as fibered confocal microscopy raise several new image processing and image analysis challenges that cannot readily be addressed by using classical approaches. In this chapter, several dedicated tools were presented. By taking into account the specificity of this imaging modality, the automated algorithms we developed lead to more physiologically relevant data and easier interpretation by the experts, and provide an important step to bridging the gap between microscopic and higher resolution images like MRI, PET, SPECT, or US.
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